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Abstract-- In industries machine maintenance is used in order to avoid untimely machine fails as well as to 

improve production effectiveness. This research regards a permutation flow shop scheduling problem with 

aging and learning effects considering maintenance process. In this study, it is assumed that each machine may 

be subject to at most one maintenance activity during the planning horizon. The objectives aim to minimize the 

makespan, tardiness of jobs, tardiness cost while maximizing net present value, simultaneously. Due to 

complexity and Np-hardness of the problem, two Pareto-based multi-objective evolutionary algorithms 

including non-dominated ranked genetic algorithm (NRGA) and non-dominated sorting genetic algorithm 

(NSGA-II) are proposed to attain Pareto solutions. In order to demonstrate applicability of the proposed 

methodology, a real-world application in polymer manufacturing industry is considered. 
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I. INTRODUCTION 

In classical scheduling models the processing time of jobs are regarded as fixed numbers. However, in real-world 

applications, processing time of jobs may reduce since the machine and worker performance improve during the 

production. For instance, workers performance is improved by repeating the same task over time. In industry this 

phenomenon is referred to as learning effect in manufacturing plants and is proved by scientists (Ghemawat 1985, Webb 

1994; Cheng et al., 2010).  

(Murata et al. 1996) used a algorithm (GA) in order to solve a flow shop scheduling problem. (Hyun et al. 1998) 

proposed novel selection roles that can be used in GA. They show that the proposed algorithm can solve the scheduling 

problem very efficiently. (Reddy & Narendran 2003) introduced a heuristic algorithm for sequence-dependent flow shop 

group scheduling problem. The authors regarded different conditions such as non-availability of jobs to increase 

applicability of the proposed model. (Wilson et al. 2004) extended the heuristic algorithm for multiple setups per group. 

They used the heusistic algorithm in GA and aimed to solve non-similar groups scheduling problem. 

(Kuo & Yang 2006a) and (Kuo & Yang2006b) aimed to introduce a scheduling problem with learning effect 

formulation that considered processing times of processed jobs in order to calculate the processing time of jobs in the 

sequence. The goal of the authors was to minimize the total completion time and makespan in polynomial time. (Lee & 

Wu 2004) regarded a two-machine flow shop scheduling problem that targeted minimization of total completion time. 

(Wu et al. 2007) investigated a two-machine flow shop scheduling problem with effect of learning process. The authors 

used a Brand and Bound algorithm as well as Simulated Annealing (SA) for optimization. (Biskup 2008) reviewed 

research papers in order to highlight importance of learning effect in scheduling problems. However, learning has been 

rarely investigated in flow shop problems. (Eren &  Guner 2008) proposed an integer programming formulation for a 

two-machine flow shop scheduling problem with effect of learning. They aimed at minimization of total completion time 

and makespan. In order to solve the problem in small and large sizes, two different heuristic approaches were utilized by 

the authors.  

(Wu & Lee 2009) introduced a new algorithm role for solving permutation flow shop scheduling problem with 
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learning while aiming at minimization of total flow times. 

Besides non-increasing models, there exist other formulations that the job processing times are calculated using a non-

decreasing model. For instance, two types of these kind of models can be highlighted. The first type is “deteriorating 

effect” in which processing times are non-decreasing formulations of the start times. In the second type which is called 

“aging effect” the processing times are regarded as non-decreasing functions. The second type attracted a lot of attention 

among researchers (Chang et al., 2009); (Janiak & Rudek, 2010).   

The “aging effect” models can also be classified in two types. In the first type, called “position dependent based aging 

effect” the processing times are regarded as non-decreasing formulations (Liu et al., 2010). In the second type, processing 

times are considered as a non-decreasing formulation that uses the normal processing times (i.e. required time to complete 

a job without considering aging effect) of scheduled jobs (Wang et al., 2009a); (Wang et al. 2009b); (Lai & Lee 2011).  

(Rudek & Rudek 2012) analyzed minimization of makespan in a flow shop scheduling problem regarding aging effect 

and allocation of resources. The authors proved that in some cases the problem can be solved in polynomial time. (Vahedi-

Nouri et al. 2013) presented a non-permutation flow shop scheduling model regarding learning effects. They also 

considered machine availability constraints to increase applicability of the proposed model. The aim was minimizing the 

total flow time. (Let et al. 2014) regarded a permutation flow shop scheduling problem with deteriorating jobs. The aim 

was minimization of the total tardiness. A branch-and-bound algorithm with dominance properties was utilized to solve 

the model. (Yeh et al. 2014) considered a parallel machine scheduling under learning effects in which processing times 

where considered as fuzzy numbers. They target minimization of the makespan. (Wang & Zhang. 2015) studied the 

permutation flow shop problem that aimed to minimize the makespan and total completion time in which learning effects 

affect the processing times. (Rostami et al 2015) investigates a non-identical parallel machine scheduling problem with 

fuzzy processing times. The authors also considered deterioration and learning effects in the problem. In order to solve 

the model, a multi-objective branch and bound algorithm was used and efficient Pareto optimal solutions were attained. 

In order to highlight contribution of this research, Table I is presented that provides a complete literature review in 

the field of research.  

 

TABLE I. Characteristics of the most recent and related published models 

Reference Main problem Learning Aging Maintenance 

Gawiejnowicz(1996) SMFS    

Eren and Guner (2003) TMFS    

Lee and Wu (2004) TMFS    

Kuoa and Yang(2006) SMFS    

Wu et al. (2007) TMFS    

Eren and Guner (2008) TMFS    

Dirk Biskup(2008) SMFS    

W-H Kuo and D-L Yang(2008) SMFS    

Wu and Lee (2009) PFSS    

Biskup(1999) SMFS    

Chang et al. (2009) SMFS    

Janiak and Rudek(2010) SMFS    

Yang and Yang (2010) SMFS    

Low and Lin(2011) SMFS    

Lai and Lee(2011) SMFS    

Rudek and Rudek (2012) PFSS    

Cheng et al. (2013) SMFS    

Wang and Zhang. (2015) PFSS    

Rostami et al (2015) 
Parallel-machine 

Scheduling 
   

This paper PFSS    

SMFS: Single-machine flow shop 
TMFS: Two-machine flow shop 

PFSS: Permutation Flow Shop Scheduling 
 

Based on Table I, most researches have considered learning effects in their mathematical models. However, few 
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studies have investigated the problem with aging effect. In literature, processing times are considered as known and 

constant numbers. However, in real-world applications, the processing times is not deterministic. In order to handle 

uncertainties, fuzzy sets theory introduced by (Zadeh 1965) is applied. Fuzzy sets can contribute to enhance the 

applicability of the proposed model in real-world situations fulfilling real-world user demands. It is implemented for 

handling flexible constraints as well as uncertain parameters. This research considers a permutation flow shop scheduling 

problem with learning and aging while considering maintenance activities. The aim is minimizing makespan, tardiness of 

jobs and tardiness cost and maximizing net present value, simultaneously in fuzzy environment. 

The remainder of this research is organized as follows: In Section 2, the problem is clarified and the model is 

formulated. Section 3 provides Multi-objective solution methodology. In Section 4 experimental design is illustrated, and 

Section 5 presents the conclusion. 

 

II. PROBLEM FORMULATION 

Flow shop scheduling problem has extensively been studied in recent years. However, most researchers considered 

the problem as a single objective mathematical model. Considering a single objective is not realistic. Multi-objective flow 

shop scheduling problem consists of various conflicting objective functions, which often results in more intricate problem 

(Karimi et al. 2010). In addition, downtime cost, which is obtained by summing up cost elements related to activities 

required to bring the system back into service is considered. Therefore, in order to consider the total downtime cost, 

reparation costs of failed elements are regarded. In real-world situations, the precise time and cost of tasks is not known 

in prior to starting the process. However, it can be estimated by experts, e.g., processing time and maintenance cost. 

Moreover, fuzzy cash flow states the outward and inward cash flows including resource costs, material costs, and 

payments from client (owner) to contractor (whose task is to start the activity). Considering possible values for the 

time/cost, an expert may evaluate whether the intervals appear to be more reasonable. Therefore, fuzzy intervals or fuzzy 

numbers are the best approaches to formulate such durations. A discount is considered at the begining of activity i  with 

a discount rate of  . In following subsections notations, parameters, and mathematical formulation is presented. The 

objective functions are formulated based on cost according to (Rostami et al. 2015) method and triangular fuzzy numbers 

transformed to crisp numbers by results of this paper. 

 

A. Indices 

t  Time index 

i  Machines set 

j Jobs set 

k Positions index  

n  Number of jobs 

 

B. Parameters 

𝐶̃Di  Fuzzy downtime cost 

𝐶̃Pi Fuzzy maintenance cost 

𝐶𝐹̃i Fuzzy cash flow 

D(t) Downtime function 
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G Mean downtime per failure 

𝐸̃(t) Fuzzy mean downtime per inspection interval (t interval) 

Λ Rate of arrival of defects from all components 

zjk  1 if job j is located as kth job; Otherwise 0 

yik 1 if maintenance is prior to the kth job; Otherwise 0 

𝑝̃ij  Fuzzy processing time of job j on machine i 

𝑝̃𝑖𝑘
𝐴  Actual processing time of the processed job in position k on machine i 

Α Factor of learning  

bik  Aging factor of kth job k on machine i 

𝐶̃ik Fuzzy completion time of the kth job on machine i 

𝑡̃i Fuzzy Duration of maintenance on machine i 

rik  kth job k related to the maintenance activity on machine i 

xil 1 if machine i is selected for position l and 0, otherwise 

𝑠̃ij  Fuzzy starting time of operation   

𝐶̃Pmax  Fuzzy available budget for all maintenance 

 

C. Decision variables 

𝐶̃Tr Fuzzy tardiness cost 

𝑇̃r Fuzzy tardiness of job 

𝐶̃𝑚𝑎𝑥  Maximum fuzzy completion time 

NPV  Expected net present value 

Therefore, the proposed mathematical model is presented as: 
 

𝑀𝑖𝑛 {𝐶̃𝑚𝑎𝑥, 𝑇̃𝑟, 𝐶̃𝑇𝑟}                                                                                                                                                           (1) 

Max NPV = ∑ CF̃i

n

i=1

× e−φdi
1
                                                                                                                                          (2) 
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Subject to: 

𝑝̃𝑖𝑘
𝐴 = (∑ 𝑧𝑗𝑘𝑝̃𝑖𝑗

𝑛
𝑗=1 )(1 + ∑ 𝑝̃𝑖𝑙

𝑘−1
𝑙=1 )

𝛼
+ 𝑏𝑖𝑘𝑟𝑖𝑘    ∀𝑖                                                                                                    (3) 

 

𝐶̃𝑖1 = ∑ 𝑝̃ℎ1
𝐴 + 𝑡̃𝑖𝑦𝑖1               ∀𝑖                                                                                                                                    (4) 

𝑖

ℎ=1

 

𝐶̃1𝑘 = ∑ 𝑝̃1𝑙
𝐴 + ∑ 𝑡̃1𝑦1𝑙

𝑘

𝑙=1

       ∀𝑘                                                                                                                                   (5) 

𝑘

𝑙=1

 

𝐶̃𝑖𝑘 ≥ 𝐶̃(𝑖−1)𝑘 + 𝑝̃𝑖𝑘
𝐴                  ∀𝑖, 𝑘                                                                                                                                 (6) 

 

𝐶̃𝑖𝑘 ≥ 𝐶̃𝑖(𝑘−1) + 𝑝̃𝑖𝑘
𝐴 + 𝑡̃𝑖𝑦𝑖𝑘                 ∀𝑖, 𝑘                                                                                                                    (7) 

 

𝐶̃𝑚𝑎𝑥 ≥ 𝐶̃𝑖𝑘                         ∀𝑖, 𝑘                                                                                                                                         (8) 

 

∑ 𝑧𝑗𝑘

𝑛

𝑗=1

= 1         ∀𝑘                                                                                                                                                            (9) 

∑ 𝑧𝑗𝑘

𝑛

𝑘=1

= 1         ∀𝑗                                                                                                                                                          (10) 

∑ 𝑦𝑖𝑘

𝑛

𝑘=1

= 1         ∀𝑖                                                                                                                                                        (11)

 

∑ 𝐶̃𝐷𝑖
+ 𝐶̃𝑃𝑖

+ 𝐶̃𝑇𝑟𝑖

𝑖∈𝑚(𝑡)

≤ 𝐶̃𝑃𝑚𝑎𝑥                                                                                                                                 (12)

 

1 2 (13)i i if t f          i                                                                                                

𝑠̃𝑖𝑗 + ∑ 𝑝̃𝑖𝑗 . 𝑦𝑖𝑘
𝑛
𝑘=1 ≤ 𝑠̃𝑖(𝑗+1)         ∀𝑖, 𝑗                                                                                                                        (14)

 

𝑟1𝑘 = 𝑘 − ∑  𝑥𝑖𝑙                   ∀𝑖, 𝑘                                                                                                                                 (15)

𝑘

𝑙=1

 

           𝑥𝑖𝑙 ≤ +𝑀(1 − 𝑦𝑖𝑙) − 1        ∀𝑖, 𝑙                                                                                                                     (16) 

           𝑥𝑖𝑙 > +𝑀(1 − 𝑦𝑖𝑙) − 1       ∀𝑖, 𝑙                                                                                                                      (17) 

           𝑥𝑖𝑙 ≤ 𝑦𝑖𝑙                                   ∀𝑖, 𝑙                                                                                                                      (18) 

𝑠̃𝑖𝑗 ≥ 0   𝑎𝑛𝑑  𝑏𝑖𝑘 ≥ 0                                                                                                                                                    (19)
 

0 (20)                                                                                                                    

, 0 1 , , (21)jk ikz y   or     ;   i j k                                                                                 
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The first objective function aims at minimization of makespan, tardiness of job and tardiness cost. The second 

objective function targets maximization of the net present value. Constraints (3) determines the actual processing times 

considering learning and aging effects, simultaneously.  

Constraints (4-5) compute the completion time of the first task at the first position on machines. There constraints also 

used to calculate completion times on first machine. Constraints (6) estates that each job can be processed on only one 

machine. Constraints (7) guarantees if machine is not under maintenance, can also handle one job. Constraint (8) 

determines the makespan. Constraints (9-10) make sure that jobs positions are unique. Constraints (11) shows that the 

maximum number of maintenance activities is one. Constraints (12) ensures maximum fuzzy cost for encountering with 

the activity. Constraints (13) indicates that all maintenance activities on machine i are in fuzzy distinct interval. 

Constraints (14) ensures correct precedence among the operations of a job. Constraints (15) calculates the job and 

maintenance process positions. Constraints (16-18) determines the number of jobs processed prior to the maintenance. 

Constraints (19-21) denotes the decision variables. 

 
III. MULTI-OBJECTIVE OPTIMIZERS 

In single objective problems, algorithms are exploring the solutions space to find the global optimal solution. 

However, in multi-objective problems due to conflict among objectives, we are not able to optimize all criteria altogether. 

Therefore, a set of solutions called Pareto solutions may be determined. Consider a minimization model that consists of 

conflicting objectives (Rahmati 2012): 

1( ) [ ( ),..., ( )]

. : (22)

( ) 0 ; 1,2,..., ;

m

i

f x f x f x

s t                                                                                                                           

    g x    i m    x X



  

 

where 1 2( , ,..., )nx x x x show the decision vector denoting an n–dimensional vector that can obtain any values. In 

pareto space a dominates b if: 

 

1) ( ) ( ), 1, 2,...,i if a f b     i m    

2) {1,2,..., }: ( ) ( )i ii m f a f b    

In this condition, a set of Pareto solutions can be obtained preferably the aim is to obtain Pareto solutions which can 

not be dominated by other Pareto solutions.  The feasible objective space of a multi-objective problem contains Pareto 

solutions if all the objective cannot be optimized simultaneously by a single solution. In order to obtain Pareto optimal 

solutions, various techniques can be implemented. In this research, the model is solved using Pareto based multi-objective 

metaheuristic algorithms. Various efficient metaheuristics in multi-objective optimizations can be used for this aim such 

as the multi-objective scatter search (MOSS), multi objective genetic algorithm (MOGA), strength Pareto evolutionary 

algorithm (SPEA2), and non-dominated sorting genetic algorithm (NSGA-II). In this research, non-dominated ranking 

genetic algorithm (NRGA) and NSGA-II are implemented to solve the model. 
 

A. Non-dominated Sorting Genetic Algorithm (NSGA-II) 

NSGA is one of the best multi-objective evolutionary algorithms for optimization of multiple objectives. Despite the 

superiorities of the algorithm, the algorithm has generally been neglected due to high computational complexity. Another 

version of multi-objective genetic algorithm is called NSGA-II, which overcomes the disadvantages of NRGA (Deb et al 

2002). The pseudo-code of the algorithm is represented as follows (Safari 2011): 

• Step 1: determine the objective functions, the Operations, the stopping criteria, population size and the 

maximum number of iterations 
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• Step 2: Create the initial population.  

• Step 3: while stopping criteria is not meet, do:   

o Create offsprings  

o merge the parents and offspring 

o Sort the solutions to obtain all non-dominated fronts  

o Set 1gP   and i= 1 

o While the parent population size is |Pg+1|+|Fi|< N do: 

- calculate crowding-distance 

- add the ith non-dominated front 

ƒ -i= i+ 1.  

            End while 

o Sort the Fi based on crowding distance.  

o Create parent pop.  

o Generate offspring population.  

          End while  

• Step 4: Return non dominated solutions.  

 

Chromosome 

The Chromosome in this research, is designed as follow: 

We have two different strings of chromosome; the first string is how to allocate works to the situations. In this string 

we have a row matrix with dimension1*K thus the number of cells in the matrix is equal to the number of positions 

available; also, numbers in the cells illustrate working number assigned to a specific position. The size of the second 

string of chromosomes is as same as the first string with the difference that numbers in the cells illustrate the number of 

machines assigned to a specific position. It should be noted that zero in the second string, which means that the position 

has not been any real machine. For instance, consider a scheduling problem with 10 jobs and 5 machines then, a 

chromosome can be defined as follows: 

 

4 11 6 20 12 2 16 19 15 10 8 17 7 5 13 9 1 3 18 14 

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 5 3 4 0 

 

Thus, in this chromosome work 4 is assigned to machine 1, work 9 assigned to machine 5, work 1 assigned to machine 

2, work 3 assigned to machine 3 and work 18 assigned to machine 4. 

 

Crossover 

In GA, offspring are generated using crossover operator that crosses two parents. The aim of crossover operator is to 

ease optimization process. In the literature, different kinds of crossovers are introduced. In this research, we adapt a single 

point crossover which is shown in Fig (1). (Moradi et al 2011). 
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Fig 1. Adjust single point crossover 

 

Mutation 

In order to make small changes in the sequences, mutation operator is used. The aim of this operator is to avoid fast 

convergence. Mutation includes insertion, swapping and reversion of two cells in a given chromosome Fig (2 & 3). 

Insertion: Insertion mutation moves a randomly chosen cell to a different randomly chosen cell. 

Swap: Swap mutation also exchanges the positions of two randomly selected. 

 

Fig 2. Swap mutation 

 

Reversion: Reversal mutation choses two random cells, and reverses the selected sub-permutation 

 

 

Fig 3. Reversal mutation 

 

In this research, NRGA and NSGA-II are implemented due to the fact that many research in the literature showed 

high convergence and coverage of these algorithms that enable them to find a properly distributed Pareto set over Pareto 

optimal space. 
 

B. Non-dominated Ranking Genetic Algorithm (NRGA) 

In this paper, a Non-dominated Ranking Genetic Algorithm (NRGA), presented by Aiello et al (2013), is used, that 

generates an initial population P and sorts the solutions based on dominance roles. A fitness is assigned to each individual 

in the population considering its non-domination level.  The NRGA solves the problem by repeating the following steps: 
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in each iteration, the population is sorted based on fitness value, subsequently N/2couples are chosen for crossover, that 

leads to generate two offspring. The population thus obtained involves 2N elements, that are ranked regarding their 

dominance level where the first N elements are truncated to shape the population in the next iteration. The mutation 

operator is used after crossover operator with a given probability. The process is repeated until a specific stopping criterion 

is reached. The procedure of the proposed NRGA in this paper is summarized in follow: 

 

Initialize population P: 

 

{  

Randomly generate a population; 

Evaluate objective functions;  

Assign rank to each individual regarding dominance roles;  

Calculate the crowding distance; 

}  

Generate child population Q: 

 

{  

Rank using roulette wheel;  

merge  

}  

For i=1 : G 

Non-dominated sorting;  

For for each solution 

do 

Assign rank 

Calculate the crowding distance 

end for 

select the best members to generate the population of the next generation 

 

Create the next generation:  

 

{  

Rank using roulette wheel 

merge 

 

}  

end for 

 

The scheme of the algorithm is summarized in Fig 4. 



86 F. Najari, M. Alaghebandha, M. Mohammadi, and M. A. Sobhanallahi. …. Fuzzy Multi-objective Permutation … 

 

Fig 4. NSGA-II and NRGA procedure 

 

IV. EXPERIMENTAL DESIGN 

The subsection aims to obtain the optimal values for input parameters of the algorithms. The values of input parameters 

may affect the efficiency of the algorithms. For instance, higher population size may help the procedures to find proper 

solution but this significantly increases computational costs. By considering higher number of chromosomes the diversity 

of solutions may increase. However, it becomes essential to decrease the number of iterations. Moreover, the crossover, 

mutation and inversion operators are also considered due to their ability to increase solution quality.  

We aim at tuning the parameters of two approaches like (Alaghebandha & Hajipour 2013). In this paper, a Taguchi 

method is implemented to tune the NRGA and NSGA II.  

Regarding the of results of MINITAB software, optimal values of parameters are determined for both algorithms 

based on higher SNR as presented in Table 2.  

 

TABLE II. Parameter setting of NSGA-II and NRGA 

Parameter setting of NSGA-II Parameter setting of NRGA 

Parameter Value Parameter Value 

popsize 

Max_Iteration 

Crossover rate 

Mutation rate 

100 

[100 200] 

[0.7 0.8] 

[0.3 0.4] 

popsize 

Max_ Iteration 

Crossover rate 

Mutation rate 

100 

[100 150] 

[0.65 0.8] 

[0.3 0.35] 
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A. Case study 

This research is inspired by a real-world problem treating an ASPC Iranian company in polymer products. In the 

company, there are 20 products that should be processed on 10 consecutive machines such as HAVER for packing and 

metal detector machine for identifying metal in bag, check weight machine for adjust bags weight according 25 kg and 

palletizer machine for used bag placement on pallets and shrink machine for used covering plastic on pallets in Medium 

density polyethylene and low density polyethylene bagging units that 55 bags of 25 kg polyethylene are packed in the 

pallets. From each unit of bagging, 300,000 tons of polymer products are imported to the warehouse for export. In this 

company, in order to reduce aging effect, maintenance is carried out on machines.  Furthermore, the maintenance is 

performed exactly after completion of processing each job in the sequence. The experts demonstrate that the operators’ 

skills are advanced by repeating the same task frequently. We consider Table.A.1 for this case in Appendix 1 and 

Table.A.2 for the results according to the applied model in the manuscript. 

 

B. Performance metrics for multi-objective algorithms 

In order to evaluate efficiency of the algorithms, three different measures are regarded as 1) maximum spread or 

diversity, 2) spacing, 3) Number of Pareto Solution and 4) mean ideal distance 

 

 Maximum Spread or Diversity metric 
 

This criterion is presented by Zitzler (1999), the diameter’s length of the cub space by the end values to Non-dominated 

solutions set. The following relation shows computational procedure. 

 

                                                                                                      

2

       
1

 (23) 
  
 

 


m j j
D max f min fi ii ij

 

where m is the number of criteria. This measure is calculated using Euclidean distance among solutions. Note that 

larger D means better solutions. 

Spacing metric 
 

In Schott (1995), the spacing metric is defined as follows that shows distance between consecutive solutions. 

 

2

1

1
                                                                      (24)

1

n

i

i

S d d
n





 
  

  
  

1 1

min | |     ;                                                 (25)
m n

i k i
i j j

k n k i
j i

d
d f f d

n



 
 

   
I

 

The measured distance is equal to minimum distance of the sum of absolute difference between the measured values 

of the objective functions between the ith solution and solutions in non-dominated set final. Spacing shows standard 

deviation of the id . Consider a set of uniformly distributed solutions, then the value of s will be small .Smaller values 

for S  shows higher quality of the obtained Pareto solutions. The maximum spread and spacing metrics illustrated in Fig 

(5). 
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Fig 5. Maximum Spread and spacing 

 

Number of Pareto solutions (NOS) metric 
 

NOS measure shows the number of Pareto optimal solutions determined by each algorithm. Fig.(6) is an example 

for calculate NOS. 

 
Fig 6. Numberof Pareto solutions for multi-objective problems 

 

Mean Ideal Distance (MID) metric 
 

This measure quantifies the convergence of an algorithm (Karimi et al 2010). 

 

1

1
                                                                                   (26)

NOS

i

i

MID c
NOS 

   
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where ic  is the distance between each population’s member with the best feasible solution. Smaller values for MID 

shows higher quality of solutions. Fig (7) represents MID metric. 

 

Fig7.  distance from ideal solution  

 

We illustrate these metrics in Fig (8) to Fig (11) and Table A.2 for NSGA II and NRGA for our model. In order to 

evaluate the performances, T-paired statistical test are performed at 95% CL. Then, to determine best solution method, 

by accepting H0 hypothesis, the p-value must be larger than α. The statistical tests are carried out in MINITAB and 

summarized in Table A.3 and Table A.4. According to Table A.2 to Table A.4, the proposed NSGA II significantly 

performs better than NRGA. 

 

 

Fig 8. NSGA II in the case study for objectives 
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Fig 9. Performance metrics with NSGA II for the case study 

 

 

Fig 10. NRGA in the case study for objectives 
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Fig 11. Performance metrics with NRGA for the case study 

V. CONCLUSION 

In this research, a model was developed for permutation flow shop scheduling problem considering learning and aging 

effects in which maintenance activity was regarded to increase the applicability of the model. The paper targeted four 

objectives such as minimization of the makespan and tardiness of job and tardiness cost while maximizing net present 

value. The importance of the first three objectives is becomes apparent by considering global competition which forces 

manufacturing enterprises to complete a set of tasks in lowest time and cost. The maximization of the net present value 

is considered as a new objective function in this field of study in order to increase applicability of the proposed approach. 

Due to NP-hardness of the problem, two metaheuristic approaches called NSGA II and NRGA, were proposed to solve 

the problem. To improve the efficiency of the methods, a tuning process based on Taguchi method was carried out to 

optimize the algorithms. Then both algorithms used to solve the problem 100 times. The results revealed that NSGA II is 

superior to NRGA. For future studies, different approaches can be introduced in order to solve the problem and obtain 

better Pareto solutions in less time with lower computational complexity. 
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APPENDIX 

TABLE A.I. Real data for the model 
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TABLE A.II. Computational results for running the model with NSGA II and NRGA 
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TABLE A.III. Paired T for Objective NSGAII - Objective NRGA 

 N Mean StDev SE Mean 

Objective NSGAII  100 172.837 2.459 0.246 

Objective NRGA 100 173.218 2.689 0.269 

Difference 100 -0.381 3.372 0.337 

T-Value = -1.13 P-Value = 0.131 
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TABLE A.IV. Paired T for NPV NSGAII - NPV NRGA 

 N Mean StDev SE Mean 

NPV NSGAII 100 1272.2 892.9 89.3 

NPV NRGA 100 1374.5 900.0 90.0 

Difference 100 -102 1176 118 

T-Value = -0.87 P-Value = 0.193 


