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Abstract- In this paper, the secrecy problem in the state dependent 
causal cognitive interference channel is studied. The channel state is 
non-causally known at the cognitive encoder. The message of the 
cognitive encoder must be kept secret from the primary receiver. We 
use a coding scheme which is a combination of compress-and-forward 
strategy with Marton coding, Gel’fand-Pinsker coding and Wyner’s 
wiretap coding at the cognitive encoder. We use rate splitting for 
messages at both transmitters. Furthermore, the cognitive user 
compresses its channel observation using Wyner-Ziv coding and splits 
the index of its compressed signal. By using this scheme we derive an 
achievable secrecy rate region for this channel and extend the results to 
the Gaussian case and provide some numerical results. 

  
Index Terms- Causal cognitive interference channel, State dependent channel, 
secrecy, Achievable secrecy rate region, rate-equivocation. 

 

I. INTRODUCTION 

   Wyner introduced the wiretap channel [1], which is the basic information-theoretic model to achieve 

secure communication in the presence of an eavesdropper. This single-user model was extended to the 

broadcast channel with confidential messages by Csisz´ar and Körner [2], and its secrecy capacity 

region was computed. More recently, the secrecy problem in multi-user channels has attracted huge 

attention. We refer the interested readers to [3]-[7]. 

    One of the most important models of multi-user channels is Interference Channel (IFC) [8] which is 

the simplest model for demonstrating interference in wireless networks. In IFC, the intended signal 

for one receiver causes interference at other receivers. Later, the IFC was extended to Cognitive 

Interference Channel (C-IFC). Cognitive interference channel was first introduced in [9], which 

consists of two transmitters and two receivers, where the cognitive user (secondary user) can attain 

the message of primary user in a non-causal or causal style. In [9], an achievable rate region for the 

non-causal C-IFC was derived using Gel’fand-Pinsker (GP) binning [10] and rate splitting [11]. There 

are many achievable rate regions and capacity results for the non-causal C-IFC [12]-[15]. 
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     A more practical and appropriate model than the non-causal C-IFC is Causal C-IFC (CC-IFC), 

because the assumption that cognitive user has knowledge about the message of primary user is not 

reasonable in all practical models. In the causal C-IFC, the cognitive user can causally learn the 

primary user’s data and exploit it to help the primary user, while in the non-causal C-IFC it is 

assumed that the cognitive user knows the entire message by the aid of a genie. Actually, in the causal 

C-IFC the cognitive user acts as a transmitter and receiver. The cognitive user can listen to the 

channel and learn the primary user’s data, and based on the received information it transmits the 

appropriate signals. Hence, it can be considered as a relay node too. Therefore, two main different 

strategies according to strength of the cognitive link (the link between the primary user and the 

secondary one) can be used: Decode-and-Forward (DF) and Compress-and-Forward (CF) [16]. 

According to [16], none of these strategies is generally the best, but in some cases one can outperform 

the other one. In CF strategy [16.Theorem 6], the cognitive user can compress its channel observation 

using Wyner-Ziv coding rather than decoding the primary user’s message that happened in DF 

strategy. In [17], an inner and outer bounds were derived for CC-IFC by using CF strategy and 

Marton coding [18] at the cognitive user, and the results were compared to DF-based achievable rate 

regions derived in [19]. We refer interested readers to [19]-[22] and references therein to see the 

works on CC-IFC. 

    Considering Channel State Information (CSI) is another practical problem in communication 

networks, which has been modeled theoretically by state dependent channels [10], [23]. Usually it is 

assumed that the channel state can be available causally [23] or non-causally [10] at the transmitter. 
The term non-causal CSI at the transmitter refers to the scenario for which the entire channel state of 

each block with length ݊ is available at the beginning of that block. Therefore, the entire channel state 

ܵ௡ is available at the transmitter at each time instant ݅, while in the causal CSI case the transmitter at 

every time instant ݅ knows only the past and the present CSI. For the IFC and C-IFC with non-causal 

CSI, some achievable rate regions and capacity regions have been established in [24]-[27].  

    In this paper, we study the secrecy problem in the state dependent CC-IFC which the CSI is 

assumed to be known non-causally at the cognitive transmitter (see Fig.1). The secrecy problem in 

this model has not been investigated before. Considering secrecy in this model is the main challenge 

of our work. This channel that we refer to it as the state dependent causal cognitive interference 

channel with a confidential message can be regarded as a new model in wiretap channels that can be a 

proper fundamental model for demonstrating interference, cognition, channel uncertainty and secrecy 

in wireless networks. In this channel, we assume that the cognitive node overhears the channel and 

has access to the non-causal CSI to help the primary user, while it wishes to keep its message 

confidential with respect to the primary receiver. It also should be noted that this assumption that the 

CSI is known only at one node (i.e, asymmetric case) is more difficult than the assumption that all 

nodes have access to the CSI.  
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Fig. 1. The state dependent causal cognitive interference channel with a confidential message. 

 
    We aim to derive an achievable secrecy rate region for this channel. To derive a secrecy rate region 

for this model both reliability and security constraints should be satisfied. Hence, we use a coding 

scheme which combines Wyner’s wiretap coding, CF strategy with Marton coding and GP coding at 

the cognitive encoder. Each user splits its message to common and private parts for interference 

cancellation at its non-intended receiver. The primary user uses superposition coding to create its 

codewords. The cognitive user compresses its channel observation using Wyner-Ziv coding and splits 

index of its compressed signal to common and private parts, but the private part is intended for the 

primary user’s receiver to cooperate with the primary user. The cognitive user has common 

information for both receivers, and confidential message to cognitive user’s receiver, which should be 

kept secret from the primary receiver. Hence, we use the Wyner’s wiretap coding at the cognitive 

transmitter too. We use sliding-window decoding and simultaneous joint decoding [28] at the 

receivers. Based on this scheme, we obtain an achievable secrecy rate region for this channel and 

extend our achievable secrecy rate region to the Gaussian case, to provide some numerical examples 

to study the effects of state power, links’ gain and secrecy. It should be noted again that considering 

causal cognition in C-IFC, and investigating state dependent channels with secrecy constraints are 

important problems in communication networks, which we intend to propose one model to study these 

problems simultaneously. Hence, this model includes previous models without secrecy, state and 

cognition.  

    The rest of this paper is organized as follows. Section II introduces the channel model and 

notations. In Section III, we present the main results. In Section IV, Gaussian case is investigated and 

some numerical results are provided. Finally, Section V concludes the paper. 

 
 
 

    
 m1 

 m2 

 Sn 

X1
n 

X2
n 

Enc.1 

Enc.2 

P(y2,y3,y4|x1,x2,s) 

Dec.1 

Dec.2 Y2
n 

Y3
n

ෝ݉ 1

ෝ݉ 2 

ෝ݉ 2 

Y4
n



Journal of Communication Engineering, Vol. 7, No. 1, January-June  2018 4 
 
II. CHANNEL MODEL AND NOTATIONS 

In this paper, we use upper case letters (e.g.ܺ) to denote Random Variables (RV) and lower case 

letters (e.g.ݔ) to show their realizations. The probability mass function of a RV ܺ with alphabet set	ࣲ, 

is denoted by ݌௑ሺݔሻ where subscript ܺ is omitted. ܣఢ௡ሺܺ, ܻሻ specifies the set of ߳-strongly, jointly 

typical sequences of length ݊, abbreviated by ܣఢ௡ [29]. The notation ܺ௝ is used instead of ଵܺ
௝ . 

ࣨሺ0,  ଶ. Consider the stateߪ ଶሻ denotes the normal distribution with zero mean and varianceߪ

dependent CC-IFC in Fig. 1, which is denoted by ( ଵࣲ ൈ ଶࣲ ൈ S, ݌ሺݕଶ, ,ଷݕ ,ଵݔ|ସݕ ,ଶݔ ሻ, ࣳଶݏ ൈ ࣳଷ ൈ

ࣳସ), where ଵܺ א ଵࣲ and ܺଶ א ଶࣲ are inputs of Transmitter 1 and Transmitter 2 , respectively, 

ଶܻ א ࣳଶ is the secondary user’s output,	 ଷܻ א ࣳଷ  and ସܻ א ࣳସ  are channel outputs at the Receiver 1 

and Receiver 2, respectively, and ݌ሺݕଶݕଷݕସ|ݔଵݔଶݏሻ is the channel transition probability distribution. 

We also assume that channel states ܵ௡are i.i.d and drawn from a given probability distribution ݌ሺݏሻ. 

The Enc.j wishes to transmit the message ௝݉ uniformly distributed on the set ܯ௝ ൌ ሼ1,… , 2௡ோೕሽ where 

j=1,2. The conditional distribution of the channel output n-sequences  ଶܻ
௡, ଷܻ

௡, ସܻ
௡ given the inputs and 

the state, n-sequences  ଵܺ
௡, ܺଶ

௡, ܵ௡ take the product form 

 

ܲ௒మ೙௒య೙௒ర೙|௑భ೙௑మ೙ௌ೙ሺݕଶ
௡ݕଷ

௡ݕସ
௡|ݔଵ

௡ݔଶ
௡ݏ௡ሻ ൌ ∏ ௒ܲమ௒య௒ర|௑భ௑మௌሺݕଶݕଷݕସ|ݔଵݔଶݏሻ

௡
௜ୀଵ                                      (1) 

 

The encoders are defined by the mappings 

 

߮ଵ:ܯଵ ՜ ଵܺ 

߮ଶ,௜:݉ଶ ൈ ଶݕ
௜ିଵ ൈ ௡ݏ ՜ ଶ,௜ݔ 		 ׷ 	1 ൑ ݅ ൑ ݊                                                   (2) 

 

The decoders are defined by the mappings 

߰ଵ: ଷݕ
௡ ՜  ଵܯ

߰ଶ: ସݕ
௡ ՜                                                          (3)											ଶܯ

 

We denote the error probability ௘ܲ
ሺ௡ሻ ൌ max	ሺ ௘ܲ,ଵ

ሺ௡ሻ, ௘ܲ,ଶ
ሺ௡ሻሻ , where for ݆ א ሼ1,2ሽ  

௘ܲ,௝
ሺ௡ሻ ൌ

ଵ

ଶ೙ሺೃభశೃమሻ
∑ ܲሺ߰௝ሺ ௝ܻାଶ

௡ ሻ ് ௝݉|ሺ݉ଵ,݉ଶሻݐ݊݁ݏሻ௠భ௠మ
	                          (4) 

 

Definition 1: The secrecy level of the cognitive encoder's message at the primary receiver is 

measured by normalized equivocation 

ܴ௘ଶ
ሺ௡ሻ ൌ

ଵ

௡
|ଶܯሺܪ ଷܻሻ                                                           (5) 
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Definition 2: A rate-equivocation triple ሺܴଵ, ܴଶ, ܴ௘ଶሻ is achievable if for any ߳௡ ൐ 0 there exists a 

ሺ2௡ோభ, 2௡ோమ, ݊ሻ code such that  ௘ܲ
ሺ௡ሻ ൏ ߳ as ՜ ∞  and 

0 ൑ ܴ௘ଶ ൑ lim௡՜ஶ ݂ܴ݅݊௘ଶ
ሺ௡ሻ	                                                  (6) 

 

The secrecy capacity region is the closure of the set of all achievable secrecy rate-triples. 

III. MAIN RESULTS 

As we explained before, in our scenario the cognitive encoder has causal access to the message of 

the primary sender. In addition, it is assumed that the state of the channel is known non-causally at the 

cognitive transmitter. The following result gives the achievable secrecy rate region for the finite 

alphabet causal cognitive interference channel with non-causal CSI at the cognitive encoder. Our 

coding scheme utilizes the ideas of rate splitting, Marton coding, GP coding, Wyner’s wiretap coding 

at the cognitive encoder and Wyner-Ziv compression. 

 

Theorem 1: The closure of the convex hull of the set of secrecy rate-triples ሺܴଵ, ܴଶ, ܴ௘ଶሻ satisfying 

ܴଵ ൑ ൫ܫ ଵܺ; ෠ܻଶ ଷܻ| ଵܷܷଶ଴ܷଶଵ൯ ൅ min	ሼܫ൫ ଵܷ; ෠ܻଶ ଷܻ|ܷଶ଴ܷଶଵ൯, ሺܫ ଵܷܷଶଶ; ସܻ|ܷଶ଴ሻ െ ;ሺܷଶଶܫ ܵ|ܷଶ଴ሻሽ     (7) 

ܴଶ ൑

;ሺܷଶଶܫ ସܻ| ଵܷܷଶ଴ሻ ൅ ;ሺܷଶଵܫ ଷܻ|ܷଶ଴ሻ ൅ ൫ܫ ෠ܻଶ; ଷܻ|ܷଶ଴ܷଶଵ൯ െ ൫ܫ ෠ܻଶ; ଶܻ|ܷଶ଴ܷଶଵ൯ ൅

minሼܫሺܷଶ଴; ଷܻሻ, ;ሺܷଶ଴ܫ ସܻ| ଵܷሻሽ െ ;ሺܷଶଶܷଶ଴ܫ ܵ|ܷଶ଴ሻ െ ;ሺܷଶଵܫ ܷଶଶܵ|ܷଶ଴ሻ                                           (8)                       

ܴଵ ൅ ܴଶ ൑ ൫ܫ ଵܺ; ෠ܻଶ ଷܻ| ଵܷܷଶ଴ܷଶଵ൯ ൅ ሺܫ ଵܷܷଶଶ; ସܻ|ܷଶ଴ሻ ൅ ;ሺܷଶଵܫ ଷܻ|ܷଶ଴ሻ ൅ ൫ܫ ෠ܻଶ; ଷܻ|ܷଶ଴ܷଶଵ൯ െ

൫ܫ ෠ܻଶ; ଶܻ|ܷଶ଴ܷଶଵ൯ െ Iሺܷଶଵܷଶ଴; ܵሻ െ ;ሺܷଶଶܫ ܷଶଵܵ|ܷଶ଴ሻ ൅ minሼܫሺܷଶ଴; ଷܻሻ, ;ሺܷଶ଴ܫ ସܻሻሽ                        (9) 

:݋ݐ	ݐ݆ܾܿ݁ݑݏ ቊ
൫ܫ ෠ܻଶ; ଶܻܵ|ܷଶ଴ܷଶଵ ଷܻ൯ ൑ ;ሺܷଶ଴ܷଶଵܫ ଷܻሻ െ ;ሺܷଶ଴ܷଶଵܫ ܵሻ
;ሺܷଶଶܫ ܷଶଵ|ܷଶ଴ܵሻ ൑ ;ሺܷଶଵܫ ଷܻ|ܷଶ଴ሻ ൅ ;ሺܷଶଶܫ ସܻ|ܷଶ଴ ଵܷሻ

                       (10) 

૛ࢋࡾ ൑ ;૛૛ࢁ൫ࡵ ૛૚൯ࢁ૛૙ࢁ෡૛ࢅ૝ࢅ െ  ૛૚ሻ                           (11)ࢁ૛૙ࢁ૜ࢅ૚ࢄ;ࡿ૛૛ࢁሺࡵ

 
for input distribution factors as 

ܲሺݑଵሻܲሺݔଵ|ݑଵሻܲሺݑଶ଴, ,ଶଵݑሻܲሺݏ ,ଶ଴ݑ|ଶଶݑ ,ଶ଴ݑ|ଶݔሻܲሺݏ ,ଶଵݑ ,ଶଶݑ ,ଶݕሻܲሺݏ ,ଷݕ ,ଵݔ|ସݕ ,ଶݔ ,ଶݕ|ොଶݕሻܲሺݏ ,ଶ଴ݑ ,ଶଵݑ  ሻ (12)ݏ

 

is achievable for the finite alphabet causal cognitive interference channel with CSI non-causally 

available at the cognitive encoder and a  confidential message. 

Remark 1: If we omit receiver 2, i.e. ସܻ ൌ  and the cognitive user does not have any own , ׎

message to transmit and to keep confidential, i.e. ܴଶ ൌ ܴ௘ଶ ൌ 0 the model reduces to the relay 

channel. By setting ଵܷ ൌ ܷଶଵ ൌ ܷଶଶ ൌ ,׎ ଶ଴ܮ ൌ ଶଶܮ ൌ 0,ܷଶ଴ ൌ ܺଶ the rate region reduces to the CF 

rate for the state dependent relay channel [30]. 
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Remark 2: If we assume that the cognitive user has causal CSI, the expression for the achievable 

secrecy rate region of this case can be obtained from the expression of that for non-causal CSI 

scenario by choosing auxiliary RVs ܷଶ଴, ܷଶଵ, ܷଶଶ independent of the channel state ܵ. However, the 

coding scheme for the causal CSI case is different with that for the non-causal CSI, but the expression 

of the region can be obtained by this way that has also been mentioned in [34]. 

Outline of Proof: We use a block Markov coding scheme with ܤ blocks of transmission, each of 

݊	symbols, which uses CF strategy, Marton coding, GP coding and Wyner’s wiretap coding at the 

cognitive user. The message of the primary user (Enc.1) is split into two parts: ݉ଵ ൌ ሺ݉ଵ଴,݉ଵଵሻ and 

ܴଵ ൌ ܴଵ଴ ൅ ܴଵଵ. The common part (݉ଵ଴) is conveyed through ଵܷ and can be decoded at both 

receivers to cancel the interference at Dec.2, the private part (݉ଵଵ) is conveyed through ଵܺ which is 

superimposed on ଵܷ and can be decoded only at Dec.1. Cognitive user (Enc.2) splits its message into 

two parts:	݉ଶ ൌ ሺ݉ଶ଴,݉ଶଶሻ and ܴଶ ൌ ܴଶ଴ ൅ ܴଶଶ, again for interference cancellation at Dec.1. At the 

end of the previous block, to cooperate with Enc.1, the cognitive user compresses its channel 

observation to ෠ܻଶ by using Wyner-Ziv coding. The index of ෠ܻଶ is split into common and private parts: 

 ௖, respectively. The purpose of this splitting is to cancel interference at Dec.2. The private partݖ ,௣ݖ

can be decoded only at Dec.1. Therefore, Enc.2 sends common messages (݉ଶ଴,  ,௖ሻ to both receiversݖ

a private message (ݖ௣) to Dec.1 and a confidential message (݉ଶଶ) to Dec.2, which should be kept 

secret from primary receiver. Based on Marton coding, GP coding and Wyner’s wiretap coding, Enc.2 

creates ܷଶ଴, ܷଶଵand ܷଶଶ to convey (݉ଶ଴, ,௖ሻݖ  ݉ଶଶ, respectively, which are independent of the	௣andݖ

codewords of Enc.1.  

Dec.1 uses a dual-step process for decoding at the end of each block. In the first step, It jointly 

decodes	ܷଶ଴, ܷଶଵand ෠ܻଶ by sliding-window technique. In the second step, Dec.1 finds ݉ଵ ൌ

ሺ݉ଵ଴,݉ଵଵሻ by jointly decoding ଵܷ and ଵܺ using ܷଶ଴, ܷଶଵand ෠ܻଶ. Dec.2 jointly decodes ܷଶ଴, ܷଶଶand 

ଵܷ in a single step. 

Generation of  Codebook: Repeat the following procedure two times and independently generate 

codebooks 1 and 2, respectively, for encoding at the blocks with odd and even indices. Probabilities of 

these events can be computed in the analysis of the probability of error for sliding-window decoding 

technique. 

 

1. Generate 2௡ோభబ independent and identically distributed (i.i.d) ݑଵ
௡ sequences, each drawn 

according to ∏ ଵ,௜ሻݑሺ݌
௡
௜ୀଵ . Index them as ݑଵ

௡ሺ݉ଵ଴ሻ, where ݉ଵ଴ א ሾ1, 2௡ோభబሿ. 

2. For each ݑଵ
௡ሺ݉ଵ଴ሻ, generate 2௡ோభభ i.i.d ݔଵ

௡ sequences, each drawn according to 

∏ ଵ,௜ሻݑ|ଵ,௜ݔሺ݌
௡
௜ୀଵ . Index them as ݔଵ

௡ሺ݉ଵଵ,݉ଵ଴ሻ, where ݉ଵଵ א ሾ1, 2௡ோభభሿ. 

3. Generate 2௡ோభబ independent and identically distributed (i.i.d) ݑଵ
௡ sequences, each drawn 

according to ∏ ଵ,௜ሻݑሺ݌
௡
௜ୀଵ . Index them as ݑଵ

௡ሺ݉ଵ଴ሻ, where ݉ଵ଴ א ሾ1, 2௡ோభబሿ. 
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4. Generate 2௡ோభబ independent and identically distributed (i.i.d) ݑଵ
௡ sequences, each drawn 

according to ∏ ଵ,௜ሻݑሺ݌
௡
௜ୀଵ . Index them as ݑଵ

௡ሺ݉ଵ଴ሻ, where ݉ଵ଴ א ሾ1, 2௡ோభబሿ. 

5. For each ݑଵ
௡ሺ݉ଵ଴ሻ, generate 2௡ோభభ i.i.d ݔଵ

௡ sequences, each drawn according to 

∏ ଵ,௜ሻݑ|ଵ,௜ݔሺ݌
௡
௜ୀଵ . Index them as ݔଵ

௡ሺ݉ଵଵ,݉ଵ଴ሻ, where ݉ଵଵ א ሾ1, 2௡ோభభሿ. 

6. Generate 2௡ሺோమబାோ෠೎ା బ்ሻ i.i.d ݑଶ଴
௡  sequences, each drawn according to ∏ ଶ଴,௜ሻݑሺ݌

௡
௜ୀଵ . Index them 

as ݑଶ଴
௡ ሺ݉ଶ଴, ,௖ݖ ݈଴ሻ, where ݉ଶ଴ א ሾ1, 2௡ோమబሿ , ݖ௖ א ሾ1, 2௡ோ

෠೎ሿ and ݈଴ א ሾ1, 2௡ బ்ሿ. 

7. For each ݑଶ଴
௡ ሺ݉ଶ଴, ,௖ݖ ݈଴ሻ, generate 2௡ሺோ෠೛ା భ்ሻ i.i.d ݑଶଵ

௡  sequences, each drawn according to 

∏ ଶ଴,௜ሻݑ|ଶଵ,௜ݑሺ݌
௡
௜ୀଵ . Index them as ݑଶଵ

௡ ሺൣݖ௣, ݈ଵ൧|݉ଶ଴, ,௖ݖ ݈଴ሻ, where ݖ௣ א ሾ1, 2
௡ோ෠೛ሿ, and ݈ଵ א

ሾ1, 2௡ భ்ሿ. 

8. For each ݑଶ଴
௡ ሺ݉ଶ଴, ,௖ݖ ݈଴ሻ, generate 2௡ሺோమమା మ்ሻ i.i.d ݑଶଶ

௡  sequences, each drawn according to 

∏ ଶ଴,௜ሻݑ|ଶଶ,௜ݑሺ݌
௡
௜ୀଵ . Index them as ݑଶଶ

௡ ሺሾ݉ଶଶ, ݈ଶሿ|݉ଶ଴, ,௖ݖ ݈଴ሻ, where ݉ଶଶ א ሾ1, 2௡ோమమሿ, and 

݈ଶ א ሾ1, 2௡ మ்ሿ. 

9. For each ሺݑଶ଴
௡ ሺ݉ଶ଴, ,௖ݖ ݈଴ሻ, ଶଵݑ

௡ ሺൣݖ௣, ݈ଵ൧|݉ଶ଴, ,௖ݖ ݈଴ሻሻ  generate 2௡ሺோ෠೛ାோ෠೎ሻ i.i.d ݕොଶ
௡sequences, 

each with probability∏ ොଶ,௜ݕሺ݌
௡ ,ଶ଴,௜ݑ| ଶଵ,௜ሻݑ

௡
௜ୀଵ . Index them as ݕොଶ

௡ሺݖ௣ᇱ , ௖ᇱݖ , ݉ଶ଴, ,௖ݖ ݈଴, ,௣ݖ ݈ଵሻ, where 

௣ᇱݖ א ሾ1, 2
௡ோ෠೛ሿ and ݖ௖ᇱ א ሾ1, 2௡ோ

෠೎ሿ . The indices ݖ௖ᇱ  and ݖ௣ᇱ  show ݖ௖ and ݖ௣ in the next block, 

respectively. 

 

 Encoding (at the beginning of block ܾ): We suppose that the channel state in each block is non-

causally known to the cognitive transmitter. 

Primary User: In order to transmit message ݉ଵ௕ ൌ ሺ݉ଵ଴௕,݉ଵଵ௕ሻ , Enc.1 sends ݔଵ
௡ሺ݉ଵଵ,݉ଵ଴ሻ. 

Cognitive User: The channel state in each block is non-causally known to the cognitive transmitter. 

Enc.2 at the beginning of block ܾ, knows ݖ௣௕, ܾ ௖௕ from decoding at the end of the blockݖ െ 1 by the 

cognitive user. Knowing ݖ௖௕,݉ଶ଴௕ and channel state (Sn), it searches for ݈଴ א ሾ1, 2௡ బ்ሿ such that 

ሺݑଶ଴
௡ ሺ݉ଶ଴, ,௖ݖ ݈଴ሻ, ௡ሻݏ א  ఢ௡. If there is more than one ݈଴, Enc.2 picks the smallest. If there is none, itܣ

declares an error. Based on the GP coding, for sufficiently large ݊ there exists such an index ݈଴ , if 

଴ܶ ൒ ;ሺܷଶ଴ܫ ܵሻ							                                                          (13) 

The encoder next finds ݈ଵ,௕ א ሾ1, 2௡ భ்ሿ, ݈ଶ,௕ א ሾ1, 2௡ మ்ሿ, such that 

ሺݑଶ଴
௡ ሺ݉ଶ଴, ,௖ݖ ݈଴ሻ, ,௡ݏ ଶଵݑ

௡ ൫ൣݖ௣, ݈ଵ൧|݉ଶ଴, ,௖ݖ ݈଴൯, ଶଶݑ
௡ ሺሾ݉ଶଶ, ݈ଶሿ|݉ଶ଴, ,௖ݖ ݈଴ሻሻ א  ఢ௡ܣ

If there is more than one such index quadruple, Enc.2 picks the smallest. If there are no such code 

words, it declares an error. Using mutual covering lemma [28], it can be shown that there exist such 

indices ݈ଵ,௕, ݈ଶ,௕ with enough high probability, if ݊ is large enough and 

ଵܶ ൒ ;ሺܷଶଵܫ ܵ|ܷଶ଴ሻ														                                             (14) 

ଶܶ ൒ ;ሺܷଶଶܫ ܵ|ܷଶ଴ሻ						                                                    (15) 
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ଵܶ ൅ ଶܶ ൒ ;ሺܷଶଵܫ ܵ|ܷଶ଴ሻ ൅ ;ሺܷଶଶܫ ܵ|ܷଶ଴ሻ ൅ ;ሺܷଶଶܫ ܷଶଵ|ܷଶ଴ܵሻ                          (16) 

Then, cognitive user sends ݔଶ
௡ generated according to ∏ ܲሺݔଶ,௜|ݑଶଶ,௜, ,ଶଵ,௜ݑ ,ଶ଴,௜ݑ ௜ܵሻ

௡
௜ୀଵ . 

    We assume that in the first block, the index of the compressed signal is: ൫ݖ௣,௕, ௖,௕൯ݖ ൌ ൫ݖ௣,ଵ, ௖,ଵ൯ݖ ൌ

ሺ1,1ሻ and in the last block, a previously known message for the primary user ݉ଵ௕ ൌ ሺ݉ଵ଴௕,݉ଵଵ௕ሻ ൌ

ሺ݉ଵ଴஻,݉ଵଵ஻ሻ ൌ ሺ1,1ሻ is transmitted. Note that, as  ܤ ՜ ∞ , rate  ܴଵ ൈ
஻ିଵ

஻
՜ ܴଵ . 

Decoding (at the end of block b): 

Cognitive User: At the end of block ܾ, Enc.2 knows ݑଶ଴
௡ ൫݉ଶ଴,௕, ,௖,௕ݖ ݈଴,௕൯, 

ଶଵݑ
௡ ൫ൣݖ௣,௕, ݈ଵ,௕൧|݉ଶ଴,௕, ,௖,௕ݖ ݈଴,௕൯  which have been sent at the beginning of block ܾ. By using Wyner-

Ziv method for compressing  ݕଶሺܾሻ, Enc.2 finds a unique index pair ሺݖ௣,௕ାଵ,  ௖,௕ାଵሻ such thatݖ

ሺݕଶ
௡ሺܾሻ, ොଶݕ

௡൫ݖ௣,௕ାଵ, ,௖,௕ାଵݖ ,௣,௕ݖ ,௖,௕ݖ ݈଴,௕, ݈ଵ,௕,݉ଶ଴,௕൯, ଶ଴ݑ
௡ ൫݉ଶ଴,௕, ,௖,௕ݖ ݈଴,௕൯, ଶଵݑ

௡ ൫ൣݖ௣,௕, ݈ଵ,௕൧ห݉ଶ଴,௕, ,௖,௕ݖ ݈଴,௕൯, ௡ሻݏ

א  ఢ௡ܣ

If more than one such index pair are found, Enc.2 picks the smallest. If no one can be found, it 

declares error. Based on covering lemma, for large enough ݊ there exists such an index pair 

ሺݖ௣,௕ାଵ,  ௖,௕ାଵሻ  with high probability, ifݖ

෠ܴ௖ ൅ ෠ܴ௣ ൒ ൫ܫ ෠ܻଶ; ଶܻหܷଶଵܷଶ଴൯					                                   (17) 

Reciever1: At the end of block ܾ, ܾ ൌ 2,3, … , ଷݕ Dec.1 uses both ,ܤ
௡ሺܾ െ 1ሻ and ݕଷ

௡ሺܾሻ in order to 

perform two-step decoding procedure with sliding-window technique in the first step and joint 

decoding in the second one. 

First step: Dec.1 searches for a unique tuple ሺ̂ݖ௣,௕, ,௖,௕ݖ̂ ෝ݉ଶ଴,௕, መ݈଴,௕, መ݈ଵ,௕ሻ such that 

ሺݕଷ
௡ሺܾሻ, ଶଵݑ

௡ ൫ൣ̂ݖ௣,௕, መ݈ଵ,௕൧ห̂ݖ௖,௕, መ݈଴,௕, ෝ݉ଶ଴,௕൯, ଶ଴ݑ
௡ ൫ ෝ݉ଶ଴,௕, ,௖,௕ݖ̂ መ݈଴,௕൯ሻ א  ఢ௡ܣ

and 

ሺݕଷ
௡ሺܾ െ 1ሻ, ොଶݕ

௡൫̂ݖ௣,௕, ,௖,௕ݖ̂ ,௣,௕ିଵݖ ,௖,௕ିଵ,݉ଶ଴,௕ିଵݖ ݈଴,௕ିଵ, ݈ଵ,௕ିଵ൯,

ଶଵݑ
௡ ൫ൣݖ௣,௕ିଵ, ݈ଵ,௕ିଵ൧หݖ௖,௕ିଵ, ݈଴,௕ିଵ,݉ଶ଴,௕ିଵ൯, ଶ଴ݑ

௡ ൫݉ଶ଴,௕ିଵ, ,௖,௕ିଵݖ ݈଴,௕ିଵ൯ሻ א  ఢ௡ܣ

where ݖ௣,௕ିଵ, ܾ ௖,௕ିଵ,݉ଶ଴,௕ିଵ were decoded in the decoding at the end of blockݖ െ 1. Because of 

independence of codebooks in two adjacent blocks and packing lemma [28], for large enough ݊, 

൫̂ݖ௣,௕, ,௖,௕ݖ̂ ෝ݉ଶ଴,௕൯ ൌ ሺݖ௣,௕,  ௖,௕,݉ଶ଴,௕ሻ with small probability of error, ifݖ

଴ܶ ൅ ଵܶ ൅ ܴଶ଴ ൅ ෠ܴ௖ ൅ ෠ܴ௣ ൑ ;ሺܷଶ଴ܷଶଵܫ ଷܻሻ ൅ ൫ܫ ෠ܻଶ; ଷܻหܷଶଵܷଶ଴൯ ൌ ሺܷଶଵܷଶ଴ܫ ෠ܻଶ; ଷܻሻ         (18) 

ଵܶ ൅ ෠ܴ௣ ൑ ;ሺܷଶଵܫ ଷܻ|ܷଶ଴ሻ ൅ ൫ܫ ෠ܻଶ; ଷܻหܷଶଵܷଶ଴൯ ൌ ሺܷଶଵܫ ෠ܻଶ; ଷܻ|ܷଶ଴ሻ                              (19) 

૚ࢀ ൑ ;૛૚ࢁሺࡵ  ૛૙ሻ                                                   (20)ࢁ|૜ࢅ

૙ࢀ ൅ ૚ࢀ ൅ ૛૙ࡾ ൑ ;૛૚ࢁ૛૙ࢁሺࡵ  ૜ሻ                                            (21)ࢅ
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Second step: Recovering ݕොଶ

௡൫ݖ௣,௕, ,௖,௕ݖ ,௣,௕ିଵݖ ,௖,௕ିଵ,݉ଶ଴,௕ିଵݖ ݈଴,௕ିଵ, ݈ଵ,௕ିଵ൯ in the previous step, i.e., 

the compressed version of ݕଶ
௡ሺܾ െ 1ሻ, Dec.1 tries to decode ݉ଵ,௕ିଵ by using ݕଷ

௡ሺܾ െ 1ሻ. It implies 

that the pair ሺ ෝ݉ଵ଴,௕ିଵ, ෝ݉ଵଵ,௕ିଵሻ was sent in the block ܾ െ 1 if there are unique indices 

ሺ ෝ݉ଵ଴,௕ିଵ, ෝ݉ଵଵ,௕ିଵሻ such that  

ሺݕଷ
௡ሺܾ െ 1ሻ, ොଶݕ

௡൫ݖ௣,௕, ,௖,௕ݖ ,௣,௕ିଵݖ ,௖,௕ିଵ,݉ଶ଴,௕ିଵݖ ݈଴,௕ିଵ, ݈ଵ,௕ିଵ൯, ଵݑ
௡൫ ෝ݉ଵ଴,௕ିଵ൯, ଵݔ

௡൫ ෝ݉ଵଵ,௕, ෝ݉ଵ଴,௕൯,

ଶଵݑ
௡ ൫ൣݖ௣,௕ିଵ, ݈ଵ,௕ିଵ൧หݖ௖,௕ିଵ, ݈଴,௕ିଵ,݉ଶ଴,௕ିଵ൯, ଶ଴ݑ

௡ ൫݉ଶ଴,௕ିଵ, ,௖,௕ିଵݖ ݈଴,௕ିଵ൯ሻ א  ఢ௡ܣ

 
This step can be done with small probability of error, i.e., ሺ ෝ݉ଵ଴,௕ିଵ, ෝ݉ଵଵ,௕ିଵሻ ൌ ሺ݉ଵ଴,௕ିଵ,݉ଵଵ,௕ିଵሻ, 

if ݊ is large enough and 

૚૙ࡾ ൅ ૚૚ࡾ ൑ ;૚ࢄ૚ࢁሺࡵ  ૛૚ሻ                                          (22)ࢁ૛૙ࢁ|૜ࢅ෡૛ࢅ

૚૚ࡾ ൑ ;૚ࢄሺࡵ  ૛૚ሻ                                            (23)ࢁ૛૙ࢁ૚ࢁ|૜ࢅ෡૛ࢅ

Reciever2: At the end of block ܾ, ܾ ൌ 1,2,3, … , Dec.2 finds a unique pair ሺ , ܤ ෝ݉ଶ଴,௕ିଵ, ෝ݉ଶଶ,௕ିଵሻ and 

some tuple ሺ ෝ݉ଵ଴,௕, ,௖,௕ݖ̂ መ݈ଶ,௕, መ݈଴,௕ሻ such that 

ሺݕସ
௡ሺܾሻ, ଶଶݑ

௡ ൫ൣ ෝ݉ଶଶ,௕, መ݈ଶ,௕൧หݖ௖,௕, ݈଴,௕,݉ଶ଴,௕൯, ଶ଴ݑ
௡ ൫ ෝ݉ଶ଴,௕, ,௖,௕ݖ̂ መ݈଴,௕൯, ଵݑ

௡൫ ෝ݉ଵ଴,௕ିଵ൯ሻ א  ఢ௡ܣ

The probability of error at Dec.2 can be small, i.e.,	ሺ ෝ݉ଶ଴,௕ିଵ, ෝ݉ଶଶ,௕ିଵሻ ൌ ሺ݉ଶ଴,௕ିଵ,݉ଶଶ,௕ିଵሻ , if ݊ is 

large enough and 

଴ܶ ൅ ଶܶ ൅ ܴଶ଴ ൅ ෠ܴ௖ ൅ ܴଶଶ ൑ ;ሺܷଶ଴ܷଶଶܫ ସܻ| ଵܷሻ                                        (24) 

଴ܶ ൅ ଶܶ ൅ ܴଶ଴ ൅ ෠ܴ௖ ൅ ܴଶଶ ൅ ܴଵ଴ ൑ ሺܫ ଵܷܷଶ଴ܷଶଶ; ସܻሻ                                    (25) 

૛ࢀ ൅ ૛૛ࡾ ൑ ;૛૛ࢁሺࡵ  ૛૙ሻ                                               (26)ࢁ૚ࢁ|૝ࢅ

૛ࢀ ൅ ૛૛ࡾ ൅ ૚૙ࡾ ൑ ;૛૛ࢁ૚ࢁሺࡵ  ૛૙ሻ                                            (27)ࢁ|૝ࢅ

We apply Fourier-Motzkin procedure [24] to (13)-(27) with the constraints ௝ܴ௝ ൌ ௝ܴ െ ௝ܴ଴, 0 ൑ ௝ܴ଴ ൑

௝ܴ for ݆ ൌ 1,2, to eliminate ଴ܶ, ଵܶ, ଶܶ, ܴଵ଴, ܴଶ଴, ෠ܴ௣, ෠ܴ௖.                                   ז 

For the proof of achievability of the equivocation-rate region, see Appendix A. 

IV. THE GAUSSIAN EXAMPLE 

In this section, we consider the Gaussian CC-IFC with non-causal CSI at the cognitive transmitter and 

confidential message, to denote our results more clearly. The channel model is shown in Fig.2, and 

can be described at time ݅ ൌ 1,2, … , ݊	as follows: 
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Fig. 2. Gaussian state dependent CC-IFC with non-causal CSI known at the cognitive encoder and a confidential message. 

 
ଶܻ,௜ ൌ ݄ଶଵ ଵܺ,௜ ൅ ܼଶ,௜ ൅ ௜ܵ 

ଷܻ,௜ ൌ ݄ଷଵ ଵܺ,௜ ൅ ݄ଷଶܺଶ,௜ ൅ ܼଷ,௜ ൅ ௜ܵ 

ସܻ,௜ ൌ ݄ସଵ ଵܺ,௜ ൅ ݄ସଶܺଶ,௜ ൅ ܼସ,௜ ൅ ௜ܵ	                                               (28) 

where ݄ଶଵ, ݄ଷଵ, ݄ସଵ, ݄ଷଶ and ݄ସଶ are known as link gains.	 ଵܺ,௜ and ܺଶ,௜ are input signals with average 

power constraints 

ଵ

௡
∑ ሺݔ௝௜ሻଶ
௡
௜ୀଵ ൑ ௝ܲ	                                                     (29) 

  for ݆ א ሼ1,2ሽ.ܼଶ,௜, ܼଷ,௜ , ܼସ,௜ and ௜ܵ are i.i.d and independent zero mean Gaussian noise components 

with powers ଶܰ, ଷܰ, ସܰ and K respectively. 

    The secrecy rate region R in Theorem 1 can be extended to the discrete-time Gaussian memoryless 

case with continuous alphabets [29]. Hence, we evaluate the (7)-(12) with an appropriate choice of 

input distribution to obtain the Gaussian counterpart of R , namely R*. We constrain all the inputs to 

be Gaussian. For certain ሼ0 ൑ ௥ߚ ൑ 1, ݎ א ሼ1,2,3,4ሽሽ,ሼ0 ൑ ௤ߙ ൑ 1, ݍ א ሼ1,2,3,4,5ሽሽ, where ߚଶ ൅ ଷߚ ൅

ସߚ ൌ 1 consider the following mapping for the generated codebook in Theorem 1 with respect to the 

p.m.f (1), which contains rate splitting, superposition coding, Marton coding, GP coding and Wyner-

Ziv compression: 

 

ଵܷ~ࣨሺ0, ଵߚ ଵܲሻ 

ଵܺ ൌ ଵܺ
ᇱ ൅ ଵܷ                                  where           ଵܺ

ᇱ~ࣨሺ0, ሺ1 െ ଵሻߚ ଵܲሻ 

ܷଶ଴ ൌ ܷଶ଴
ᇱ ൅ ଵܵ                            where           ܷଶ଴ߙ

ᇱ ~ࣨሺ0, ଶߚ ଶܲሻ 

ܷଶଵ ൌ ܷଶଵ
ᇱ ൅ ܷଶ଴ ൅ ଶܵ                 where           ܷଶଵߙ

ᇱ ~ࣨሺ0, ଷߚ ଶܲሻ 

 
 

ෝ݉ଶ 
ܼଶ

݄ଷଵ

݄ସଵ

ܼସ 

ଶܻ: ܺଶ ସܻ 

ଷܻ ଵܺ 

ܵ 

ܵ 

݄ସଶ

݄ଷଶ

ܵ 

ܼଷ 

݉ଵ 
ෝ݉ଵ 

݉ଶ ෝ݉ଶ 
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ܷଶଶ ൌ ܷଶଶ
ᇱ ൅ ܷଶ଴ ൅ ସܷଶଵߙ ൅ ଷܵ        where           ܷଶଶߙ

ᇱ ~ࣨሺ0, ସߚ ଶܲሻ 

ܺଶ ൌ ܷଶଶ
ᇱ ൅ ܷଶଵ

ᇱ ൅ ܷଶ଴
ᇱ  

෠ܻଶ ൌ ହߙ ଶܻ ൅ ܼᇱ                                     where           ܼᇱ~ࣨሺ0, ܰᇱሻ 

 
    Parameter ߚଵ determines the amount of ଵܲ which is dedicated for collaborative strategy by sending 

the common message. Parameters ߚଶ,  ସ specify the amounts of ଶܲ which are used to transmitߚ ଷ andߚ

a common message to both receivers, a private message to Dec.1 and a confidential message to Dec.2, 

respectively. Parameter ߙସ enables Enc.2 to bin its codewords ሺܷଶଵ, ܷଶଶሻ against each other. ෠ܻଶ is 

defined to perform Wyner-Ziv compression, where ߙହ	is constant, and quantization noise ܼᇱ is a zero-

mean Gaussian random variable with variance ܰᇱ which is independent of other RVs. Parameters 

,ଵߙ ,ଶߙ  ଷ specify using Dirty Paper Coding (DPC), which is the GP coding proposed for Gaussianߙ

case [31]. Using the above mapping with the channel model in (28), we can obtain the mutual 

information terms of R* which are omitted here for brevity. 

    Fig. 3 shows the region R* of Theorem 1 without secrecy for different values of ܭ	(the power of 

S), for weak and strong interference. Fig. 4 compares the region R* of Theorem 1 without the secrecy 

constraint with the DF based region of [32]. We set the parameters ଵܲ ൌ ଶܲ ൌ 6, ݄ଷଵ ൌ ݄ସଶ ൌ 1, ଶܰ ൌ

ଷܰ ൌ ସܰ ൌ 1 in both figures. 

    In the strong interference case ݄ଷଶ ൌ ݄ସଵ ൌ √1.5 and in weak interference, ݄ଷଶ ൌ ݄ସଵ ൌ √0.55. In 

each figure, we study two scenarios for the cognitive link, where ݄ଶଵ ൌ 1 corresponds to a moderate 

cognitive link and ݄ଶଵ ൌ 4 indicates a strong cognitive link. It is shown that increasing the value of K 

results in decreasing the amount of ܴଵ. The achievable rate region without state is almost similar to 

[17]. In Fig.3 we also study the effect of GP coding on the rate region, in which without DPC refers to 

the case without using dirty paper coding. It can be seen that using DPC causes significant improve in 

the rate region. We can see that when cognitive link is good enough (݄ଶଵ ൌ 4) and is better than the 

direct link (link between the primary user and intended receiver), DF strategy outperforms CF, 

because in this case cognitive user can decode the message of the primary user (because of the strong 

cognitive link). But, when the cognitive link is worse than the direct link (or equal in average), CF is 

suggested because of performing better in some cases or almost equally to DF meanwhile being 

simpler than DF. 

    Fig.5 shows the region ܴכ of Theorem 1 with secrecy constraint for weak and strong interference 

and also for different values of K, in which ܴ௘ଶ ൑ ܴଶ. For brevity, we just show the results for 

moderate cognitive link, i.e. ݄ଶଵ ൌ 1. Similar to the case without secrecy constraint, it can be seen 

that increasing the value of K results in decreasing the rate region. 
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Fig. 3. כࡾ of Theorem 1 (without secrecy) for different values of ࡷ and ܐ૛૚ ,where ࡼ૚ ൌ ૛ࡼ ൌ ૟. Left: Strong interference 
૜૛ࢎ) ൌ ૝૚ࢎ ൌ √૚. ૞ሻ. Right: Weak interference (ࢎ૜૛ ൌ ૝૚ࢎ ൌ √. ૞૞ሻ. 

 

Fig. 4. Comparison between כࡾ of Theorem 1 (without secrecy constraint) and DF based region [32] ,where ࡼ૚ ൌ ૛ࡼ ൌ ૟. 
Left: Strong interference (ࢎ૜૛ ൌ ૝૚ࢎ ൌ √૚. ૞ሻ. Right: Weak interference (ࢎ૜૛ ൌ ૝૚ࢎ ൌ √. ૞૞ሻ. 

  
Fig. 5. כࡾ of Theorem 1for different values of K, where ࡼ૚ ൌ ૛ࡼ ൌ ૟, ૛૚ࢎ ൌ ૚. Left: Strong interference (ࢎ૜૛ ൌ ૝૚ࢎ ൌ
√૚. ૞ሻ. Right: Weak interference (ࢎ૜૛ ൌ ૝૚ࢎ ൌ √. ૞૞ሻ. 
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V. CONCLUSION 

    In this paper the secrecy problem of the state dependent causal cognitive interference channel was 

considered in which the CSI is available non-causally at the cognitive transmitter. The cognitive 

transmitter wishes to keep its message confidential at the primary receiver, in order to have a reliable 

communication with its destination. We used a coding scheme which combined CF strategy with 

Wyner’s wiretap coding, Marton coding and GP coding at the cognitive encoder. In this strategy, 

besides cooperation, the cognitive user mitigated part of the interference by binning its codewords 

against each other. Sliding window and simultaneous joint decoding techniques were used at the 

receivers. The achievable secrecy rate region was derived that shows the rate region for which both 

reliability and security constraints are satisfied. This achievable secrecy rate region was extended to 

the Gaussian case and some numerical examples were provided. In conclusion, considering causal 

cognition in C-IFC, and investigating state dependent channels with secrecy constraints are important 

problems in communication networks, which we tried to propose one model to study these problems 

simultaneously.  

  

APPENDIX: THE PROOF OF ACHIEVABILITY OF THE EQUIVOCATION-RATE REGION 

In this section, we drive the achievability of the equivocation-rate region (11). To achieve this 

purpose, we follow a proof based on [5], [26] and change it according to our model. By focusing on 

one block, we compute the equivocation as follows.  

૜ࢅ|૛૙࢓,૛૛࢓ሺࡴ
ሻ࢔ ൒ ૜ࢅ૛૙ห࢓,૛૛࢓൫ࡴ

,૛૙࢓,૚࢓,࢔ ,ࢉࢠ ൯࢖ࢠ ൌ
,૛૛࢓൫ࡴ ૜ࢅ

,૛૙࢓,૚࢓ห࢔ ,ࢉࢠ ൯࢖ࢠ െ ૜ࢅሺࡴ
,૛૙࢓,૚࢓ห࢔ ,ࢉࢠ ൯࢖ࢠ ൌ

,૛૛࢓൫ࡴ ૜ࢅ
,࢔ ૛૛ࢁ

࢔ ห࢓૚,࢓૛૙, ,ࢉࢠ ൯࢖ࢠ െ ૛૛ࢁ൫ࡴ
࢔ ห࢓૚,࢓૛૙, ,ࢉࢠ ,૛૛࢓,࢖ࢠ ૜ࢅ

൯࢔ െ ૜ࢅሺࡴ
,૛૙࢓,૚࢓ห࢔ ,ࢉࢠ ൯࢖ࢠ ൌ

૛૛ࢁ,૛૛࢓൫ࡴ
࢔ ห࢓૚,࢓૛૙, ,ࢉࢠ ൯࢖ࢠ ൅ ૜ࢅሺࡴ

,૛૙࢓,૚࢓ห࢔ ,૛૛࢓,ࢉࢠ ,࢖ࢠ ૛૛ࢁ
࢔ ൯ െ ૛૛ࢁ൫ࡴ

,૛૙࢓,૚࢓ห࢔ ,ࢉࢠ ,૛૛࢓,࢖ࢠ ૜ࢅ
൯࢔ െ

૜ࢅሺࡴ
,૛૙࢓,૚࢓ห࢔ ,ࢉࢠ ൯࢖ࢠ ൒

ሺࢇሻ ૛૛ࢁ൫ࡴ
࢔ ห࢓૚,࢓૛૙, ,ࢉࢠ ൯࢖ࢠ ൅ ૜ࢅሺࡴ

૛૛ࢁ|࢔
࢔ , ૛૙ࢁ

࢔ ૛૚ࢁ,
࢔ , ૚ࢄ

ሻ࢔ െ
૛૛ࢁ൫ࡴ

࢔ ห࢓૚,࢓૛૙, ,ࢉࢠ ,૛૛࢓,࢖ࢠ ૜ࢅ
൯࢔ െ ૜ࢅሺࡴ

,૛૙࢓,૚࢓ห࢔ ,ࢉࢠ     ൯                                                                                   (30)࢖ࢠ

where (a) is because of the fact that ଷܻ
௡ is independent of ሺ݉ଵ,݉ଶ଴, ,௖,݉ଶଶݖ  ௣ሻ givenݖ

ሺ ଵܺ, ܷଶ଴, ܷଶଶ, ܷଶଵሻ. Now, we bound each term of (30). For the first term in (30), we have 

૛૛ࢁ൫ࡴ
,૛૙࢓,૚࢓ห࢔ ,ࢉࢠ ൯࢖ࢠ ൒ሺ࢈ሻ ૛૛ࢁሺࡴ

૚ࢄ|࢔
,࢔ ૛૙ࢁ

,࢔ ૛૚ࢁ
ሻ࢔ ൒

૛૛ࢁሺࡴ
૚ࢄ|࢔

,࢔ ૛૙ࢁ
,࢔ ૛૚ࢁ

ሻ࢔ െ ૛૛ࢁ൫ࡴ
૝ࢅห࢔

,࢔ ૛૙ࢁ
,࢔ ૛૚ࢁ

,࢔ ෡૛ࢅ
࢔
൯ ൌ

૛૛ࢁ൫ࡵ
;࢔ ૝ࢅ

෡૛ࢅ࢔
࢔
หࢁ૛૙

,࢔ ૛૚ࢁ
൯࢔ െ ૛૛ࢁሺࡵ

;࢔ ૚ࢄ
૛૙ࢁ|࢔

,࢔ ૛૚ࢁ
ሻ࢔ ൒ሺࢉሻ ;૛૛ࢁ൫ࡵሾ࢔ ૛૚൯ࢁ,૛૙ࢁ෡૛หࢅ૝ࢅ െ

;૛૛ࢁሺࡵ ,૛૙ࢁ|૚ࢄ          ૛૚ሻ                                                                    (31)ࢁ

                                                                                

where (b) is because of using the data processing inequality [29], which expresses that Uଶଶ
୬ , is 

independent of ሺzୡ,mଶ଴,mଵ, z୮ሻ given ሺUଶ଴
୬ , Xଵ

୬, Uଶଵ
୬ ሻ and (c) is derived by using [33, Lemma 3]. For 
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the second term of (30) we follow the related equations in [5] and obtain 

૚

࢔
૜ࢅሺࡴ

૛૛ࢁ|࢔
࢔ , ૚ࢄ

,࢔ ૛૙ࢁ
࢔ , ૛૚ࢁ

࢔ ሻ ൒ ,૛૛ࢁ|૜ࢅሺࡴ ,૚ࢄ ,૛૙ࢁ ,૛૚ࢁ ሻࡿ െ ࣕ૚                         (32)                

where ߳ଵ ՜ 0 for ݊ ՜ ∞. For the third term of (30), we use Fano’s inequality [28] and obtain 

ଵ

௡
ሺܷଶଶܪ

௡ |݉ଶ଴, ,௖ݖ ,௣,݉ଵ,݉ଶଶݖ ଷܻ
௡ሻ ൏ ߳ଶ                                    (33) 

where ߳ଶ ՜ 0 for  ݊ ՜ ∞. For computing the fourth term in (30), similar to [26], first we define 

෠ܻଷ
௡ ൌ ൜ ଷܻ

௡			݂݅	ሺ ଵܷ
௡, ଵܺ

௡, ଷܻ
௡, ܷଶ଴

௡ , ܷଶଵ
௡ ሻ א ఢ௡ܣ

ܼ௡																																				݁ݏ݅ݓݎ݄݁ݐ݋
                                        (34) 

where ܼ௡ is an arbitrary sequence that is contained in ଷܻ
௡. Now, we have 

ଵ

௡
൫ܪ ଷܻ

௡ห݉ଶ଴, ,௖ݖ ௣,݉ଵ൯ݖ 	ൌ
ଵ

௡
∑ ሾPr	ሼܯଵ ൌ ݉ଵ,௠భ,௠మబ,௭೎ ଶ଴ܯ ൌ ݉ଶ଴, ܼ௖ ൌ ,௖ݖ ܼ௣ ൌ

൫ܪ௣ሽݖ ଷܻ
௡หܯଵ ൌ ݉ଵ,ܯଶ଴ ൌ ݉ଶ଴, ܼ௖ ൌ ,௖ݖ ܼ௣ ൌ ௣൯ሿݖ ൑

ଵ

௡
∑ ሾPr	ሼܯଵ ൌ ݉ଵ,௠భ,௠మబ,௭೎ ଶ଴ܯ ൌ ݉ଶ଴, ܼ௖ ൌ

,௖ݖ ܼ௣ ൌ ൫ܪ௣ሽݖ ෠ܻଷ
௡, ଷܻ

௡หܯଵ ൌ ݉ଵ,ܯଶ଴ ൌ ݉ଶ଴, ܼ௖ ൌ ,௖ݖ ܼ௣ ൌ ௣൯ሿݖ ൌ
ଵ

௡
∑ ሾPr	ሼܯଵ ൌ ݉ଵ,௠భ,௠మబ,௭೎ ଶ଴ܯ ൌ

݉ଶ଴, ܼ௖ ൌ ,௖ݖ ܼ௣ ൌ

൫ܪ௣ሽሾݖ ෠ܻଷ
௡หܯଵ ൌ ݉ଵ,ܯଶ଴ ൌ ݉ଶ଴, ܼ௖ ൌ ,௖ݖ ܼ௣ ൌ ௣൯ݖ ൅

൫ܪ ଷܻ
௡หܯଵ ൌ ݉ଵ,ܯଶ଴ ൌ ݉ଶ଴, ܼ௖ ൌ ,௖ݖ ܼ௣ ൌ ,௣ݖ ෠ܻଷ

௡൯ሿሿ                                                                      (35) 

For the first term in (35) we can write 

૚

࢔
∑ ૚ࡹሼ	ܚ۾ ൌ ࢖ࢠ,ࢉࢠ,૛૙࢓,૚࢓,૚࢓ ૛૙ࡹ ൌ ,૛૙࢓ ࢉࢆ ൌ ,ࢉࢠ ࢖ࢆ ൌ

෡૜ࢅ൫ࡴሽ࢖ࢠ
૚ࡹห࢔ ൌ ૛૙ࡹ,૚࢓ ൌ ,૛૙࢓ ࢉࢆ ൌ ,ࢉࢠ ࢖ࢆ ൌ ൯࢖ࢠ ൑ሺࢊሻ ૚

࢔
∑ ૚ࡹሼ	ܚ۾ ൌ ࢖ࢠ,ࢉࢠ,૛૙࢓,૚࢓,૚࢓ ૛૙ࡹ ൌ

,૛૙࢓ ࢉࢠ ൌ ,ࢉࢠ ࢖ࢆ ൌ ሽ࢖ࢠ ࣕ࡭ቚ	܏ܗܔ	
ሺ࢔ሻ൫ࢅࡼ૜|ࢁ૛૙,ࢄ૚,ࢁ૛૚൯ቚ ൑ ∑ ૚ࡹሼ	ܚ۾ ൌ ࢖ࢠ,ࢉࢠ,૛૙࢓,૚࢓,૚࢓ ૛૙ࡹ ൌ ,૛૙࢓ ࢉࢠ ൌ

,ࢉࢠ ࢖ࢆ ൌ ,૛૙ࢁ|૜ࢅሺࡴሽሾ࢖ࢠ ,૛૚ࢁ ૚ሻࢄ ൅ ࣕ૜ሿ ൑ ,૛૙ࢁ|૜ࢅሺሺࡴ ,૛૚ࢁ ૚ሻࢄ ൅ ࣕ૜	                                                             
(36)   

where (d) is because of AEP [28], and ߳ଷ ՜ 0 for  ݊ ՜ ∞. In order to bound the second term of (35), 

by using Fano’s inequality, we can write 

ଵ

௡
∑ Pr	ሼܯଵ ൌ ݉ଵ,௠భ,௠మబ,௭೎,݌ݖ ଶ଴ܯ ൌ ݉ଶ଴, ܼ௖ ൌ ,௖ݖ ܼ௣ ൌ

൫ܪ௣ሽݖ ଷܻ
௡หܯଵ ൌ ݉ଵ,ܯଶ଴ ൌ ݉ଶ଴, ܼ௖ ൌ ,௖ݖ ܼ௣ ൌ ,௣ݖ ෠ܻଷ

௡൯ ൑ ଵ

௡
∑ Pr	ሼܯଵ ൌ ݉ଵ,௠భ,௠మబ,௭೎,݌ݖ ଶ଴ܯ ൌ ݉ଶ଴, ܼ௖ ൌ

,௖ݖ ܼ௣ ൌ ௣ሽሺ1ݖ ൅ Pr	ሼ ଷܻ
௡ ് ෠ܻଷ

௡|ܯଵ ൌ ݉ଵ,ܯଶ଴ ൌ ݉ଶ଴, ܼ௖ ൌ ,௖ݖ ܼ௣ ൌ ଷ|ሻݕ|	௣ሽlogݖ ൌ

ଵ

௡
൅ log	|ݕଷ|∑ Pr	ሼܯଵ ൌ ݉ଵ,௠భ,௠మబ,௭೎,݌ݖ ଶ଴ܯ ൌ ݉ଶ଴, ܼ௖ ൌ ,௖ݖ ܼ௣ ൌ .௣ሽݖ Pr	ሼ ଷܻ

௡ ് ෠ܻଷ
௡|ܯଵ ൌ ݉ଵ,ܯଶ଴ ൌ ݉ଶ଴, ܼ௖ ൌ

,௖ݖ ܼ௣ ൌ ௣ሽݖ ൑ ߳ସ                                                                                                                                  (37)           
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where ߳ସ ՜ 0 for ݊ ՜ ∞. Hence, from (36) and (37), we can bound the forth term of (30) as 

ଵ

௡
ሺܪ ଷܻ

௡ห݉ଵ,݉ଶ଴, ,௖ݖ ௣൯ݖ ൑ ሺܪ ଷܻ| ଵܺ, ܷଶ଴, ܷଶଵሻ ൅ ߳ହ                                (38) 

where ߳ହ ՜ 0 for ݊ ՜ ∞. Substituting (31), (32), (33) and (38) into (30), we obtain 

ଵ

௡
|ሺ݉ଶ଴,݉ଶଶܪ ଷܻ

௡ሻ ൒ ;൫ܷଶଶܫ ସܻ ෠ܻଶܷଶ଴ܷଶଵ൯ െ ;ሺܷଶଶܫ ଵܷܺଶ଴ܷଶଵሻ ൅ ሺܪ ଷܻ| ଵܺ, ܷଶ଴, ܷଶଵ, ܷଶଶ, ܵሻ െ

ሺܪ ଷܻ| ଵܺ, ܷଶ଴, ܷଶଵሻ െ ߳଺ ൒ ;൫ܷଶଶܫ ସܻ ෠ܻଶܷଶ଴ܷଶଵ൯ െ ;ሺܷଶଶܵܫ ଵܷܺଶ଴ܷଶଵሻ െ ሺܫ ଷܻ; ܷଶଶܵ| ଵܷܺଶ଴ܷଶଵሻ െ

߳଺ ൌ ;൫ܷଶଶܫ ସܻ ෠ܻଶܷଶ଴ܷଶଵ൯ െ ;ሺܷଶଶܵܫ ଷܻ ଵܷܺଶ଴ܷଶଵሻ െ ߳଺                                                                   (39) 

where ߳଺ ՜ 0 for ݊ ՜ ∞. According to the definition of ܴ௘ଶ in (5)-(6) we conclude 

ܴ௘ଶ ൑ ;൫ܷଶଶܫ ସܻ ෠ܻଶܷଶ଴ܷଶଵ൯ െ ;ሺܷଶଶܵܫ ଵܺ ଷܻܷଶ଴ܷଶଵሻ                                       (40) 

Therefore (11) is proved.                                                                                                                   ז  
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