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Abstract – This paper attempts to monitor the mean vector of multivariate processes using a wavelet-based 
model. In the case of monitoring several related technical specifications, wavelet approach is an attractive 
contribution to analyze the performance of the multivariate process over time statistically. This advanced 
approach of signal processing enables more effective process monitoring compared to the traditional 
methods. The wavelet capability can lead practitioners to a root cause analysis sooner than the traditional 
schemes when the process shifts to an out-of-control condition. In this paper a new statistic named TMO-
WAVE is proposed to analyze the variation of a multivariate process. The capability of the proposed scheme 
is compared numerically with different methods in this paper. The numerical comparative reports address 
high capability of the proposed wavelet-based method compared to the models in the literature in terms of 
average run length (ARL). 
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I. INTRODUCTION  
In the case that a process includes more than one technical specification, one is concerned with monitoring the 

performance of the process using measurements on a vector of technical specifications at a given time. In this case, the 
technical specifications are structured by a joint multivariate probability distribution. If the joint statistical structure is 
ignored, missed data corresponding to the correlation of the technical specifications will be provided. In this missing 
data process the error-I of the monitoring is increased. Advances in technology have made it possible for practitioners to 
consider correlated data of a process with the aim of evaluating its stability over time using different signal processing 
approaches. This type of research is considered attractive research in the literature of statistical process control (SPC) 
(Cohen and Atoui, 2022). 

The work of monitoring statistically multivariate cases originally considered by Hotelling (1947). He proposed T2 

statistic to monitor statistically a process characterized by a vector of technical specification. The Hotelling (1947) 
method follows the properties of Shewhart-chart type. The Multivariate Shewhart-chart follows the same weakness of 
the univariate type. When a shewhart chart is used, one ignores the information given by the sequence of samples. This 
chart type is not sensitive effectively to small and moderate magnitudes of parameter(s) shifts. In the aim of increasing 
the sensitivity of small and moderate shifts of parameter(s), multivariate cumulative sum (MCUSUM) and multivariate 
exponentially weighted moving average (MEWMA) control charts proposed by researchers. Properties of these 
sensitive charts led researchers to develop these method types for monitoring multivariate cases. Woodall and Ncube 
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(1985), Crosier (1988), Pignatiello and Runger (1990), Ngai and Zhang (2001), Runger and Testik (2004), Haq et al. 
(2020), and Xie et al. (2021) approached monitoring a multivariate process using MCUSUM method. Furthermore, 
several researchers such as Lowry et al. (1992), Yumin (1996), Fasso (1999), Runger et al. (1999), Tseng et al. (2002), 
Yeh et al. (2003), Testik and Borror (2004), Huwang et al. (2019), Gharib et al. (2021) also contributed to develop 
MEWMA chart. 

The importance of the multivariate process monitoring in real cases led several researchers to approach soft 
computing methods to analyze signals of this process type. Hwarng (2004), Guh (2007), Noorossana et al. (2011), and 
Atashgar and Noorossana (2012) considered the process monitoring using ANN-based model where the process 
involves several correlated technical specifications. Furthermore, Guh and Shiue (2008) contributed the same 
environment focusing on the decision tree method. 

Developing different schemes using various approaches in literature addresses the important of the sensitivity issue 
in monitoring the multivariate environment of SPC. Analyzing signals of a multivariate process is considerably more 
complicated compared to a univariate process type. Wavelet, as a powerful method in signal processing, can be utilized 
to overcome the complexities of the multivariate environment. In this research, a wavelet-based model is proposed to 
statistically monitor the variation of the mean vector of a process in phase-II. In this investigation, signals are processed 
using the scale and decomposition parameters of a discrete wavelet type to achieve a more sensitive chart for the 
multivariate environment. 

The remainder of this paper is structured as follows: The next section is dedicated to the wavelet literature of SPC. 
In Section 3, the proposed wavelet-based chart of this paper is discussed, providing clear steps for constructing the 
proposed scheme. Section 4 provides a numerical analysis of the capability of the proposed chart compared with 
different charts under various scenarios. Finally, the last section is dedicated to remarks and conclusions. 

II. LITERATURE OF WAVELET IN SPC 

The Wavelet transform is an advanced approach compared to the Fourier transform. Fourier provides the signal 
representation in the frequency domain, while the wavelet represents the signal in both the time and frequency domains 
simultaneously. This capability allows one to efficiently access localized information related to the signal. However, 
when looking at a signal using the Fourier transform, it is impossible to determine the exact time when a specific event 
took place. (For more details about the wavelet, see, for example, Fleet (2019) or Gao and Yan (2010)). There have 
been several advances in the theory and application of wavelet as an effective pre-processing tool. However, the 
literature indicates that less attention has been given to propose a wavelet-based scheme for statistical process 
monitoring. 

The use of the wavelet in control chart of SPC can be classified into two branches: 1) Scheme that is sensitive to the 
mean change, and 2) Scheme that is sensitive to the variance change. In this type of research, a few studies have 
focused on monitoring the coefficients of the wavelet. Another classification can be implemented based on the 
application environment. In this classification, the use of the wavelet in SPC is categorized into three groups: 1) 
univariate process, 2) multivariate process, and 3) profile environment. The profile environment refers to the functional 
relationship between the technical specifications of a process or product (For more details, readers can refer to Atashgar 
and Asghari (2017) and Atashgar and Abbasi (2021)). Some authors have also explored the combination of the wavelet 
and support vector machine. Additionally, the combination of wavelet and artificial neural network (ANN) also has 
been approached in the literature. The literature on the use of the wavelet in SPC is summarized in Table 1. The first 
column of the table provides the references of the literature, and the following three columns show the environments in 
which the models can be practically used. As shown in Table 1, most of the wavelet-based methods have been 
developed for the univariate condition. The “Sensitivity” column of Table 1 indicates the parameter whose variation is 
monitored by the model addressed in the reference. The two last columns of Table 1 show whether the proposed models 
have been combined with ANN or machine learning. This paper focuses on the statistical monitoring of the mean vector 
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of multivariate processes using the wavelet transform method in cases where the process follows a multivariate normal 
distribution and the parameters have been effectively estimated in phase-I of the statistical process control. 

TABLE I. SUMMARIZED LITERATURE OF THE WAVELET IN SPC 

 
Reference 

 
Environment Type 

 
Sensitivity 

Wavelet 
Combined with 
Neural Network 

Wavelet 
Combined with 

Machine 
Learning 

Univariate Profile Image Mean Variance   
Al-Assaf (2004) *   *  *  
Jeong et al. (2006) *   *    
Wang and Kuo (2007) *   *  *  
Chen et al. (2007) *   *  *  
Cahng & Yadama,  (2010)  *  *    
Ranaee & Ebrahimzadeh (2011) *   *   * 
Lee et al. (2012)  *  *    
Du et al. (2013) *   *   * 
Jeong et al. (2013)  *  *    
Nikoo & Noorossana (2013)  *  *    
Wang et al. (2015) *   *    
Cohen et al. (2015) *   *    
Stewarda,& Rigdon (2015) *   *    
McGinnity et al.(2015)  *  *    
Cohen et al. (2016a) *   *    
Cohen et al. (2016b) *   * *   
Yin and Hou, (2016) *   *   * 
Chicken et al. (2009)  *  *    
Mansouri et al.(2018) *   *    
Harrou et al. (2018a) *   *    
Harrou et al.(2018b) *   *    
Harrou et al.(2019) *   *    
Alamelu Manghai & 
Jegadeeshwaran (2019) *   *   * 

Li et al.(2019) *   *    
Piri et al. (2021)  *  *    
Koosh et al. (2022)   * *    
 

III. THE PROPOSED WAVELET-BASED SCHEME 
Assume 𝑿𝑿1,𝑿𝑿2,𝑿𝑿3, … ,𝑿𝑿𝜏𝜏,𝑿𝑿𝜏𝜏+1, … . ,𝑿𝑿𝑇𝑇 are observed independent vectors in a multivariate case, where the vector X 

follows a known distribution with a joint probability function f ),( ΘX , where Θ  indicates the parameters of the 
known distribution. Let the vector X includes p related random variables of a product or process. In this case, the vector 
has a 𝑝𝑝 × 1 dimension, so that the jth random variable is the jth quality specification of the product or process. Suppose 
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that the process works statistically in-control condition up through the change point, i.e., timeτ , but after the change 
point an assignable cause(s) affects the mean vector of the distribution and then the process shifts to an out-of-control 
condition. In this condition, the process remains in the out-of-control until at a later time T the shift of the process is 
identified by a chart. The distance between the timesτ  and T is referred to as the sensitivity of the chart. The closer the 
change point (i.e.,τ ) is to the signal time (i.e., T), the more sensitive the method is considered.  

To provide a new wavelet-based statistic to plot on a proposed control chart, one should initially focus on the 
weighted wavelet coefficient. In the case of investigating changes of the mean vector of a multivariate process, the 
weighted coefficient is used in this vector of the process. The statistic that is plotted in the proposed control chart is 
based on weighted wavelets coefficients, which are provided through the Discrete Wavelets Transform. Selecting a 
suitable wavelet for a given application is valuable. The selected type affects the results of the wavelet transform and 
then influences the performance of the method. In this research, the coefficients are produced using Daubechies db2 
wavelet family. The db2 wavelet is known as a discrete wavelet transform. The following equation (1) introduces the 
wavelet function: 

𝜓𝜓𝑗𝑗,𝑘𝑘(𝑡𝑡) = 2
𝑗𝑗
2� 𝝍𝝍(2𝑗𝑗𝑡𝑡 − 𝑘𝑘)  (1) 

 
where j, k, and 𝝍𝝍 are the scale parameter, translation parameter, and mother wavelet, respectively. Scaling a wavelet 

means stretching or compressing it, and translating a wavelet simply means delaying or hastening its onset. In this 
equation, the t parameter addresses the time of the function. To design the proposed wavelet-based scheme for the 
multivariate environment, the following steps are considered in this research: 

Step 1) Normal standard: In the first step, the vector of the observations is transformed to the normal standard 
distribution. In this case all variables follow the normal distribution with a mean of 0 and standard deviation of 1. This 
measure helps to clearly define the distributions of the wavelet coefficients. In this case, the process is considered in 
control when the mean and variance of the variables are zero and one, respectively. 

Step 2) Wavelet transform: The multi-resolution of the wavelet transform provides a framework for signal 
analysis. In this step, to utilize this property, the wavelet coefficients are calculated using the following equations (2) 
and (3). Assuming that the quality specification vector of the multivariate process in each observation is defined as  𝑿𝑿 =
�𝑥𝑥1 𝑥𝑥2 𝑥𝑥3   …   𝑥𝑥𝑝𝑝�

𝑇𝑇
, two types of coefficients (i.e., approximation and detail) for each 𝑥𝑥𝑖𝑖 (𝑖𝑖 = 1, 2, … ,𝑝𝑝) are 

obtained. These wavelet coefficients include frequency of signal information. 

𝑎𝑎𝑗𝑗(𝑘𝑘) = �ℎ(𝑖𝑖)
𝑙𝑙

𝑖𝑖=0

𝑎𝑎𝑗𝑗−1[2𝑘𝑘 − 𝑖𝑖]  (2) 

𝑑𝑑𝑗𝑗(𝑘𝑘) = �𝑔𝑔(𝑖𝑖)
𝑙𝑙

𝑖𝑖=0

𝑎𝑎𝑗𝑗−1[2𝑘𝑘 − 𝑖𝑖]  (3) 

 
where 𝑎𝑎𝑗𝑗(𝑘𝑘) denotes the approximation coefficient and 𝑑𝑑𝑗𝑗(𝑘𝑘) indicates the detail coefficient corresponding to the 

wavelet. In these equations, 𝑎𝑎0 = 𝑥𝑥𝑖𝑖 is the original signal of 𝑥𝑥𝑖𝑖 (𝑖𝑖 = 1,2, … ,𝑝𝑝), j denotes to decomposition scale, k ϵ Z, l 
indicates the length of the filter, h (low-pass) is scaling, and g (high-pass) is the wavelet filter. 

Step 3) Window size: In the wavelet transform approach to project data into a wavelet base, a window analysis is 
used. The size of the window addresses the observations that can be used with the db2 wavelet. In this paper, the size of 
the window is set to 8. This size is the smallest value that can be used for db2 case in which the discrete transform type 
is approached (Cohen et al. (2016a)). When the window size is set to 8, it means that one gets 8 wavelet coefficients in 
each window observation.  
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Step 4) Performing random vector: To evaluate the performance of the multivariate process, a vector based on the 
wavelet analysis is performed. This vector has a 1×p  dimension, such that the jth random variable corresponds to the 
jth quality specification. In other words, the number of dimensions are equal to the number of technical specifications of 
the multivariate process. The member values of the vector are obtained from the wavelet coefficients. Without loss of 
generality, if each technical specification follows standard normal distribution (i.e.𝑥𝑥𝑖𝑖 ∼ 𝑁𝑁(0, 1); 𝑖𝑖 = 1,2, … ,𝑝𝑝), when a 
shift equal to δ value manifests itself to the mean of the distribution (i.e. 𝜇𝜇0 shifts to 𝜇𝜇1 = 𝜇𝜇0 + 𝛿𝛿𝛿𝛿) it can be shown that  

𝑎𝑎𝑗𝑗(𝑘𝑘) ∼ 𝑁𝑁(2
𝑗𝑗
2� 𝛿𝛿, 1)  and 𝑑𝑑𝑗𝑗(𝑘𝑘) ∼ 𝑁𝑁(0, 1). As mentioned before, the wavelet coefficients are provided through the 

Daubechies db2 wavelet, which is an orthonormal wavelet. The sensitivity analysis reported by Cohen et al. (2016a) 
indicates that the first detail coefficient (𝑑𝑑1) is more sensitive than 𝑑𝑑1,𝑑𝑑2,𝑑𝑑3,𝑑𝑑4, and approximation coefficients are 
more sensitive compared to detail coefficients. Finally, it was concluded that each O is better to construct based on 
𝑎𝑎1,𝑎𝑎2,𝑎𝑎3,𝑎𝑎4,𝑑𝑑1 wavelet coefficients. The O vector statistic of this paper is defined as follows:  

𝑶𝑶𝑖𝑖 = �

𝑂𝑂1
𝑂𝑂2
…
𝑂𝑂𝑝𝑝

�  (4) 

 
So that; 

O1 = w1*a1,i+w2*a2,i+w3*a3,i+w4*a4,i+w5*d1,i   

O2 = w1*a1,i+w2*a2,i+w3*a3,i+w4*a4,i+w5*d1,i  

…….. 

Op = w1*a1,i+w2*a2,i+w3*a3,i+w4*a4,i+w5*d1,i 

 (5) 

 
where i addresses the TMO index, which is calculated in the step 5, and furthermore:  

∑ 𝑤𝑤𝑗𝑗5
𝑗𝑗=1 = 1 ,        0 ≤ 𝑤𝑤𝑗𝑗 ≦ 1 𝑓𝑓𝑓𝑓𝑓𝑓 𝑗𝑗 = 1,2,3,𝑎𝑎𝑎𝑎𝑎𝑎 4,       − 1 ≤ 𝑤𝑤𝑗𝑗 ≦ 0 𝑓𝑓𝑓𝑓𝑓𝑓 𝑗𝑗 = 5.  

The w values are obtained using the local search algorithm addressed by Cohen et al. (2016a). It is clear that the O 
statistic is developed based on weighted wavelet coefficients. It should be mentioned that based on the reproductive 
property of normal distribution, each variable 𝑂𝑂𝑖𝑖 follows a normal distribution. In this case, the random vector 𝑶𝑶𝑖𝑖 
follows a p-variate normal distribution. 

Step 5) Variance- covariance matrix: As described before, in a multivariate process, the technical specifications 
(i.e. 𝑥𝑥𝑖𝑖; 𝑖𝑖 = 1,2, … ,𝑝𝑝) are related together. 𝑶𝑶𝑖𝑖 vector has a variance-covariance matrix, where 𝑶𝑶 =  �𝑂𝑂1,𝑂𝑂2, … ,𝑂𝑂𝑝𝑝�

𝑇𝑇
is 

the random vector obtained in Step 4. Since O follows a p-variate normal distribution, one can simply find the variance-
covariance matrix 𝑺𝑺𝒐𝒐 (Equation 6). 

𝑺𝑺𝒐𝒐 = �
𝜎𝜎𝑂𝑂1
2 ⋯ 𝜎𝜎𝑂𝑂1𝑂𝑂𝑝𝑝
⋮ ⋱ ⋮

𝜎𝜎𝑂𝑂𝑝𝑝𝑂𝑂1 ⋯ 𝜎𝜎𝑂𝑂𝑝𝑝
2
�  (6) 

 
Step 6) TMO-WAVELET statistic: In this research, to monitor a multivariate process, a statistic based on the T2 

Hotelling (1947) is developed. The proposed statistic, which is named TMO-WAVELET provides an effective 
condition to signal an out-of-control condition, when the multivariate process (modeled by wavelet coefficients in Step 
4) is affected by an assignable cause(s). The proposed TMO-WAVELET statistic is as below: 
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𝑇𝑇𝑇𝑇𝑇𝑇𝑖𝑖= n (𝑶𝑶�𝑖𝑖- 𝑶𝑶�) ´ 𝑺𝑺𝑜𝑜−1 (𝑶𝑶�𝑖𝑖 - 𝑶𝑶�)  (7) 

 
where n is the window size value, 𝑶𝑶�   indicates the mean vector of the O samples in the case that the process works 

under in-control condition, 𝑶𝑶�𝑖𝑖 addresses the mean of the vector of the ith observation, and 𝑺𝑺𝑜𝑜−1is the inverse of the 
variance-covariance matrix obtained in Step 5.  

Step 7) In-control ARL: Before a quality engineer uses the proposed scheme, the scheme should be adjusted for a 
selected in-control ARL leading to determination of the upper control limit. This is performed using Mont Carlo 
simulation. In this paper, 10,000 iterations are used to obtain the control limit of the chart based on the error-I (i.e., a 
specified ᾳ). 

 

 

 

 

 

 

 

 

 
        

Fig 1. Moving window concept  

Step 8) Moving window:  In this research, the moving window method is employed to identify the out-of-control 
condition of the process. With this approach, as the window moves from the right side (When the process is in-control), 
new observations enter the window, while old observations leave this window from the left side, one by one. The 
concept of moving window is illustrated in Figure 1 (where Sub indicates the subgroup). When the proposed scheme 
signals an out-of-control condition, it implies that a shift corresponding to the observation of the mean vector has 
entered to the window. The moving window has effectively been utilized in previous studies to detect an out-of-control 
condition, such as Noorossana et al. (2011) and Atashgar & Noorossana (2012). 

IV. PERFORMANCE EVALUATION 
To assess the capability of the proposed model and test the sensitivity of its performance, the proposed model is 

compared with three well-known traditional schemes in this section (i.e., T2, MEWMA, and MCUSUM).  

A.  T2 Control chart 

Let the studied case follow a joint normal probability distribution identified by μ = (0, 0) and Σ=�1    0.5
0.5     1� 

parameters. Assume that the process works under in-control condition, and the first 98 data of observations are 
produced from an in-control bivariate normal distribution. Suppose at the time of observation 99, due to a special cause, 
the mean vector of the process departs to an out-of-control condition. In this analysis, the environment is simulated for 

The window detects an 
out-of-control 

𝑆𝑆𝑆𝑆𝑆𝑆1   𝑆𝑆𝑆𝑆𝑆𝑆2      𝑆𝑆𝑆𝑆𝑆𝑆3…… . 𝑆𝑆𝑆𝑆𝑆𝑆8 

𝑆𝑆𝑆𝑆𝑆𝑆2   𝑆𝑆𝑆𝑆𝑆𝑆3 … … ..  𝑆𝑆𝑆𝑆𝑆𝑆8  𝑆𝑆𝑆𝑆𝑆𝑆9 

𝑆𝑆𝑆𝑆𝑆𝑆3   𝑆𝑆𝑆𝑆𝑆𝑆4 … . …  𝑆𝑆𝑆𝑆𝑆𝑆9  𝑆𝑆𝑆𝑆𝑆𝑆10 

……
 

Direction of the moving 
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10,000 sets of observations. Furthermore, to provide a comprehensive comparative analysis, three different scenarios 
are considered: 1) Only one of the members of the mean vector affecting an assignable cause shift to a new mean value, 
2) Both members of the vector with the same magnitude shift to an out-of-control condition, and 3) Both members of μ 
vector depart to an out-of-control condition with different shift values.  

To identify the out-of-control condition, the proposed scheme of this paper, as described in Section 3, is used. The 
probability of the false signal is set to α=0.0027, i.e., 𝐴𝐴𝐴𝐴𝐴𝐴𝐼𝐼𝐼𝐼=370 using a simulation process. In this simulated process, 
the upper control limit (UCL) is obtained to define the in-control condition of the bivariate environment. 

Table 2 shows the comparative results for the described three scenarios in term of out-of-control ARL. This ARL is 
used as a performance indicator of control charts. In other words, the capability of these three charts is evaluated by the 
out-of-control ARL. A smaller value for ARL indicates a higher sensitivity of the control chart.  As shown in these 
reports, the proposed wavelet-based model is more powerful compared to the capability of the T2 approach.  

TABLE II. COMPARATIVE REPORT FOR T2 

Shift value (δ) 
Scenario 1 Scenario 2 Scenario 3 

T2 chart Proposed chart T2 chart Proposed chart T2 chart Proposed chart 

1 16.23 2.34 13.87 6.37 16.10 3.37 

1.5 12.94 2.99 11.32 3.56 12.24 2.99 

2 13.99 3.56 6.69 2.77 10.54 2.99 

2.5 9.89 3.23 7.85 2.78 9.36 2.98 

3 7.53 2.98 7.98 2.86 7.9 2.97 
 

Figures 2-4 depict signals of Scenarios 1-3 in the case of δ=3, respectively. As illustrated in the figures, up to 
observation 98, both schemes’ signals exhibit a similar behavior; however, the proposed model demonstrates a 
noticeably superior sensitivity compared to the T2 chart.  

 

 

 

 

 

 

 

 

 

Fig 2. Comparative signals for Scenario 1 
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Fig 3. Comparative signals for Scenario 2 

 

 
 
 
 
 
 
 
 
 
 
 
 
           

Fig 4. Comparative signals for Scenario 3 
    

Table 3 reports the capability of the proposed scheme (TMO-WAVE) compared to MEWMA scheme (for different r 
cases) and MCUSUM based on the term of ARL. As shown in Table 3, the performance of the proposed model is 
superior compared to MEWMA and CUSUM charts.  
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TABLE III. COMPARATIVE REPORT FOR MEWMA AND TMO-WAVE 

TMO-WAVE MCUSUM 
MEWMA 

Shift value (δ) r value 
0.2 0.4 0.6 0.8 

200 200 200 200 200 200 0 
3.98 9.35 10.10 13.2 19.30 28.10 1 

2.87 5.94 5.50 5.74 7.24 10.30 1.5 

2.76 4.20 3.80 3.54 3.86 4.57 2 

1.98 3.26 2.91 2.55 2.53 2.57 2.5 

1.97 2.78 2.42 2.04 1.88 1.91 3 

  
Tables 2 and 3 indicate that the ARL values of the proposed method of this paper are smaller compared to the three 

schemes. The result addresses that TMO-WAVE is more sensitive when a special cause affects the multivariate process. 

V. CONCLUSION 
Monitoring several correlated technical specifications of a process is more complex compared to a univariate case. 

In this research, a new scheme was proposed based on the wavelet approach to monitor a process with multiple 
technical specifications. In this research it is assumed that the technical specifications are provided in a correlated 
environment. The proposed scheme, named TMO-WAVE, utilizes the multi-resolution of the wavelet transform. The 
evaluation of the proposed model's performance indicated an acceptable capability for the approach. Comparative 
analysis in this research suggests that the capability of TMO-WAVE is superior to three well-known schemes in the 
literature. This research highlights the potential wavelet approach, as an advanced signal processing technique, to 
effectively control complex multivariate processes statistically. Statistically monitoring multistage processes with 
cascade properties using the wavelet approach represents a promising direction for further research . This advanced 
approach is capable of supporting the advanced purposes of industrial information and Industry 4.0. 
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