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Comparison of Optimized PSS Using Three
Different Methods for Single and

Multi-Machines Systems
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Oscillations of power systems cause instability in power networks. Power system stabilizer (PSS) is used as a conventional method
to damp these oscillations . Finding the optimized gain of PSS is one of the major problems in power system stability issue. In
this paper, single machine connected to an infinite bus and 10-machines 39-bus network are considered for study. it’s shown that
finding the optimal gain by ”theory of optimal control” is more better for stability of power networks than the other methods such
as ”genetic algorithm” , ”electromagnetism-like”. This claim is proved using system eigenvalues in the analysis of linear system for
both networks. Finally, comparison between these algorithms is also provided.
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I INTRODUCTION

Synchronous generators play a highly important role in power
networks. Any kind of generator failures cause principle prob-
lems in the systems. Low frequency oscillations influence on the
networks that may remain in the system for a long time, affect
operating conditions and sometimes limiting the transmission
of electrical power. Disturbances affecting the systems capabil-
ity to maintain its synchronism are called small disturbance or
small signal. Experiences in power engineering show that low
frequency oscillations are related to the lack of adequate damp-
ing in a systems mechanical mode. However, adding appro-
priate damping could stabilize a system to an acceptable level
against oscillations. During low frequency oscillations, induced
current in the damping windings of the generator could be ne-
glected because of its low value. Hence, the damping wind-
ings are eliminated in generator modelling. On the other hand,
the natural frequency of the windings in d , q axes of rotor is
very high, and its eigenvalues have no particular effects on low
frequency oscillations study [1]. The important role here will
be from the machine excitation winding, since its frequency is
low and this winding is directly connected to the excitation sys-
tem, where the complementary controller is applied [2-4]. At
present, the most common and widely used method to increase
damping of system against low frequency oscillation (LFO) is
power system stabilizer (PSS). PSS uses an auxiliary stabiliz-
ing signal to increase damping. There are several methods in
the literatures for tuning the PSS parameters. References [5-7]
deals with designing a PSS by the particles swarm optimiza-
tion (PSO) algorithm. In reference [8], the optimized PSS de-
sign of a 10-machines and 39-bus system is made by using two
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methods : the simulated annealing (SA) and particle swarm op-
timization (PSO) and the results were compared. In this paper,
theory of optimal control is used for PSS parameters tuning [9].
This method was investigated in several different applications.
Furthermore, the results are compared with other methods such
as Genetic, Electromagnetism-Like , Simulated Annealing and
Particle Swarm Optimization algorithms.

II PROBLEM FORMULATION

In this section, the eigenvalue based objective function is used
for optimal selection of PSS parameters [2], and the optimiza-
tion problem is solved with using of ”genetic algorithm” ,”sim-
ulated annealing method”, ”electromagnetism-like method”,
”particle swarm optimization algorithm”, and Theory of Opti-
mal Control Method (TOCM). For the stabilization of a system,
the system eigenvalues must be on the left hand side of y axis.
For single machine connected to infinite bus system, the param-
eters of PSS should be selected such that the following objective
function is minimized:

F = max{Re(λt) + β} (1)

Where λt is closed loop eigenvalue and β is relative stability
factor which could be −2 ≤ β ≤ −2.5 . It is clear, if a solution
is found such that F < 0 , then the resulting parameters simul-
taneously stabilize the entire of the systems [2]. It should be
noted that just the system electromechanical modes are used in
the objective function. Also the bounds on the stabilizer gain is
chosen as [0.01, 10] and for time constants are selected as [0.02,
1].

III SYSTEM MODEL

The main role of the power stabilizer is to increase the damping
of the system by auxiliary stabilizing signals. The action of a
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PSS is to extend the angular stability limits of a power system
by providing supplemental damping through the generator exci-
tation [4].The conventional lead-lag power system stabilizer is
shown in Fig. 1. The first block is stabilizer gain. The second
block is washout filter with a time lag TW . The third block is a
lead compensation to improve the phase lag through the system
[4]. Also the subscript ”i” in PSS block, indicates the values for
i-th machine. The PSS transfer function is obtained according
to equation 2.

∆νs
∆ωr

= KSTAB
sTwi

1 + sTwi

1 + sT1i
1 + sT2i

(2)

Figure 1: Structure of power system stabilizer

The values of T2 and Tw are given in section IX. T1 and
KSTAB are assumed to be adjustable parameters. In this paper,
the single machine connected to infinite bus system as well as
10- machines, 39-bus system are considered. The optimization
problem is the selection of these PSS parameters. Five optimiza-
tion methods are simulated to solve this problem (genetic algo-
rithm, simulated annealing approach, ”electromagnetism- like
method”, ”particle swarm optimization algorithm” and TOCM).
For a given operating point, the power system is linearized
around the operating point, the eigenvalues of the closed-loop
system are computed, and the objective function is then evalu-
ated. The block diagrams of AVR with PSS are shown in Fig.
2. In this figure, the constants K1, K2, K4, K5 and K6 are
dependent on the actual real power (P) and reactive power (Q)
loading as well as the excitation levels in the machine. K3 is a
function of of impedances. Single line diagram of 10-machines
39-bus system is shown in Fig. 3. The system data can be found
in [2].

Figure 2: Small-signal block diagram of the system with Excitation
System, AVR and PSS

Figure 3: One-line diagram of 10-machines, 39-bus system

IV GENETIC ALGORITHM

This algorithm is based on the evolution theory of Darwin. The
only part of the population generated in this algorithm is that
which has the best characteristics.To determine the optimized
parameters of PSS, the relevant coefficients are considered as
chromosomes by using the genetic algorithm. The structure of
the genetic algorithm is shown in Fig. 4.

V ELECTROMAGNETISM-LIKE ALGORITHM

This algorithm, abbreviated by EM, is known to be one of the
new methods in ultra-revelation optimization, based on collec-
tive intelligence. One of the strong points of this algorithm is
its few parameters, which allows its suitable amount to be de-
termined by trial and error most of the time. In each iteration,
the best obtained article is transferred to the next repetition. The
procedures and stages of this algorithm can be described in four
main parts.
The following parameters must be identified and defined before
using the algorithm. m is the number of used particles that is
often some 10 digits; Maxiter is the maximum number of iter-
ations needed to finish the execution of the algorithm, according
to Reference [11]; Maxiter = 25n ; n is equal to the variables
in the case and is clearly dominant in different trial and error
problems, on the content of the case; LSIter is Number of local
search iterations, and δ is the parameter of the local numerical
search in [0,1] time. The general form of the EM algorithm is
expressed as follows:
1: Initialize ()
2: iteration 1
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Figure 4: genetic algorithm

3: while iteration < MaxIter do
4: Local (LSIter , δ )
5: Calc (F)
6: Move (F)
7: iteration = iteration + 1
8: end While

The vector of the random response in line 1 is dispersed in the
domination of the case. In lines 3 to 8 of the local search pro-
cedures (Local), calculation of the general force on each of the
particles (CalcF) and displacement of the particles for the im-
posed force (Move) are done continually and a definite number
of times [11].

A Generation of random vectors
Equation (3) is used to generate random vectors:

xik = lk + α(uk − lk) (3)

where (k = 1, ....n),(i = 1, ...n),α = U(0, 1) This relation de-
termines the best function value at each point and finds the best
place of the vector that leads to the best state for the objective
function.

B Local Search
After distributing the vectors randomly in the problem domain,
the local function deals with the local search adjacent to each re-
sponse by applying random variations to each component of the
vector xi. In this search, the δ and LSIter parameters, respec-
tively, determine the vicinity of the local search. By defining the
term (4), we will let the xi components change to the maximum
amount.

δ(max
k
{uk − lk}) (4)

Thus each of the xi components will remain in the case of do-
main. Now, we should temporarily store xi in a variable, such
as y, and then simultaneously change one of the y components
randomly and equal to the obtained step in the maximum repe-
tition of LSIter. If applying the changes leads to a value less
than f(xi) for f(y), then f(y) < f(xi) replaces the vector y to
vector xi, and the local search will be performed for the place
adjacent to vector xi+1. After the local search in the neigh-
borhood of all the responding vectors, xbest will be determined
[11].

C Calculation of the force vector
According to Coulombs law, the imposed force on each of the
two loaded particles in an electrostatic system is equivalent to
the multiplication of the load and also equivalent to the inverse
square of the distance between two particles. In the EM algo-
rithm, as stated, a virtual load is related to each particle, but the
relation for the particles varies during the program. Hence af-
ter relating a virtual load to each particle, we can calculate total
force using a law similar to Coulombs law. The function ”Calc
(F) is used in the general form of the EM algorithm in line 5
to calculate the imposed force on each virtual particle by other
particles in the group. We first relate the virtual load qi to the
nth particles in function Calc (F). The value of qi is defined
versus to xi as follows:

qi = exp

−n f(xi)− f(xbest)
m∑

k=1

(f(xi)− f(xbest))

 (5)

Equation (5) shows the optimized related virtual load to each
particle. To calculate the total imposed force on the ith parti-
cle, F i , that is equal to the total force from other particles on
this particle, it is necessary to first determine the force from jth
particles (Fj)

i by equation (6) [11].

F i
j =


(xj − xi) qiqj

‖xj−xi‖2 f(xj) < f(xi)

(xi − xj) qiqj

‖xj−xi‖2 f(xi) ≤ f(xj)

(6)

consequently, F i can be determined by:

F i =

m∑
j 6=i

F i
j i = 1, ...,m (7)

The overall results of the above equations show that particles
that are less optimized are always observed by the particles with
higher optimization states.
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D Displacemente of the particles using force vectors
The function Move () in the EM algorithm expresses the dis-
placement of particles in the case. If the domain is shown by α
it will be equal to a random variable with homogeneous distri-
bution in time [0,1]. It can be calculated by equation (8).

xi ← xi + α
F i

‖F i‖
→
R (8)

Where R is a vector defining the permissible limit of variation
of each variable. In other words, this vector guarantees that the
obtained result (8) is always in the permissible interval [lk−uk].

VI OPTIMAL CONTROL THEORY

In this section, linear optimal control based on Lyapunov the-
orem is used for obtaining PSS parameters. It is assumed that
t→∞ and the starting time is zero. The method can be briefly
described in equations 9 to 13 [12] :

ẋ(t) = Ax(t) +Bu(t) (9)

Defining the performance index with the aim of minimizing:∫ ∞
0

[
xT (t)Px(t) + xT (4)Ru(t)

]
dt (10)

System input will have the following relation:

u(t) = −Kx(t) (11)

The matrix K will be:

K = R−1BTP (12)

P in this equation is an unknown symmetrical positive definite
real matrix that is obtained from the following algebraic equa-
tion:

PA+ATP − PBR−1BTP +Q = 0 (13)

R and Q are also symmetrical real positive definite matrixes.

VII SIMULATION RESULTS

In this section, system response without PSS is first presented
and then the effect of adding ”GA PSS”, ”EM PSS” and ”TOCM
PSS” is studied. Furthermore the results are compared with
two other different method, Simulated Annealing (”SA PSS”)
and Particle Swarm Optimization (”PSO PSS) that are obtained
from [9].The network comprises a single machine connected to
an infinite bus through a transmission line. Five different load-
ing conditions are assumed. The operating conditions were se-
lected randomly and are given in section IX.

A Simulation results without PSS
The eigenvalues are found from system state space model matrix
for the five operating conditions and given in Table (1).
From Table (1), it is clear that in some loading conditions the
system is unstable, because its eigenvalues are on the right half
side of jω axis.

Table 1: Eigenvalues of single machine system in different loading con-
ditions without PSS

Operating Eigenvalues
Conditions
a 0.49±6.63i -33.68 -17.36
b 0.75±7.37i -11.55 -39.99
c 0.028±5.36i -25.05+9.18i -25.05 -9.18i
d 0.19± 6.92i -10.78 -39.65
e 0.54±612i -21.63 -29.49

B Genetic algorithm results

In the simulation, the number of pairing strings is chosen as
20, elite children are selected 2, and the percentage of produced
strings in the interesting method is 80

Table 2: Eigenvalues of single machine system in different loading con-
ditions with GA-PSS

O.C. Eigenvalues
a -44.32 -16.22±40.02i -0.18±2.81i -0.71
b -44.38 -16.34±28.2i -0.83±3.71i -0.73
c -34.44 -21.44±13.8i -0.56±4.74i -0.72
d -44.13 -16.04±18.05i -1.61±4.22i -0.75
e -44.01 -17.09±39.4i -0.14±4.492i -0.7

C Electromagnetism-like method results

In the simulation, parameters δ and LSIter” are chosen to be
0.01 and 10, respectively. Simulations are done by 40 parti-
cles.After applying electromagnetism-like method to the linear
model of the single-machine system, according to the objective
function ”F” for five different loading conditions, unstable poles
transfer to left half side and system become stable (Table 3).The
EM-PSS parameters are: KSTAB=14.2479, T1=0.11713 Sec ,
T2= 0. 0378Sec , TW =1.0113 Sec.

Table 3: Eigenvalues of single machine system in different loading con-
ditions with EM-PSS

O.C. Eigenvalues
a -36.2±4.1i -4.3 -0.3±5.6i -0.7
b -32.04 -27.6 -0.3±10i -5.03 -0.7
c -25.03±6i -19.7 -0.86±6.1i -0.7
d -32.6±0.63i -1±7.8i -3.3 -0.8
e -29±7i -10 -0.7±8i -0.74

D Optimal control method results

In the simulation, the values of parameters Q and R have been
chosen by trial and error.After replacements and required cal-
culations according to the equations of (9 to 13), the stabilizer
matrixes K are obtained. By using matrix Ki in the equation
(Ai − BiKi), i = 1, ..., 5, the eigenvalues of the resultant sys-
tem matrix, for the five operating conditions are obtained which
are shown in Table (4), according to Table VII. From this Table,
it is obvious that, the obtained eigenvalues are more better than
the other methods for system stability.



JEPECS VOL. 1, NO. 2, PP. 60-65, SUMMER 2016 64

Table 4: Eigenvalues of single machine system in different loading con-
ditions with TOCM-PSS

O.C. Eigenvalues
a -40.18 -16.35±12.72i -3.55±11.66i -1.58
b -44 -16.35±12.72i -4.21±15.43i -1.77
c -43.61 -16.29±12.98i -4.04±15.46i -1.85
d -44.27 -16.62±13.72i -3.54±8.12i -1.43
e -44.17 -16.71±13.7i -2.95±7.45i -1.17

E Comparison of optimization methods
In this section, comparison between the optimization methods
for five different loading conditions are carried out in Figures
5 to 9. Simulated Annealing and Particle Swarm Optimization
algorithms results which are obtained from [9] are also shown
for more clarity. The figures show damping rate of the system
for the five loading conditions due to the different optimization
methods and clearly indicate that TOCM-PSS is more optimal
than the other methods.

Figure 5: Single machine system response with different types of PSS
for operating conditions ”a”

Figure 6: Single machine system response with different types of PSS
for operating conditions ”b”

To justify the stated results stability of the 10-machines 39-bus
system is also studied. For showing the effectiveness of the pro-

Figure 7: Single machine system response with different types of PSS
for operating conditions ”d”

Figure 8: Single machine system response with different types of PSS
for operating conditions ”e”

posed PSSs over a wide range of operating conditions, we will
create two three-phase faults at bus 29 at the end of line 26-29
and at bus 14 at the end of line 14-15. These faults will give
more affected the speed deviation of Generator 9 and Generator
3 than the other generators [9]. For showing the effectiveness
of the optimization methods and compare them, the behavior
of these methods against the faults occupance are illustrated in
Figs 10 and 11. From this comparison, it is clear that damping
rate of the system with TOCM-PSS is more optimal than the
other methods.

VIII CONCLUSION

In this paper, different PSS design optimization methods have
been presented for a single machine connected to infinite bus
system and 10-machine 39-bus system. Genetic algorithm,
Electromagnetism-Like method and Linear optimal control
theory were simulated and compared. Five loading conditions
were selected and a three-phase fault was applied to the systems
with optimised PSS. Simulation results show that the PSS
designed based on optimal control theory has the best response
and damping.
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Figure 9: 10-machines system,G9 Response with different types of PSS

Figure 10: 10-machines system,G3 Response with different types of
PSS

IX APPENDIX

Loading conditions:
a: P=0.9, Q=0.3
b: P=0.8, Q= -0.1
c: P=0.5, Q=0.5
d: P=0.6, Q= -0.2
e: P=1, Q=0.6

Machine (p.u)
Xd = 1.7 X ′d = 0.254 Xq = 0.164
fb = 60Hz T ′do = 1.7Sec H = 2.36Sec
KD = 0

Transmission line (p.u)
re=0.02 xe=0.4
Exciter and Stabilizer
KA=400 KE= -0.176 KF =0.026 TA=0.060s
TE=0.95s TF =1.0s TW =1-1.20s T1=0.1 - 1.5 s
T2=0.02 - 0.15s
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