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Abstract- In accordance with the Costa theorem, the interference which 
is independent of the channel input and known non-causally at the 
transmitter, does not affect the capacity of the Gaussian channel. In 
some applications, the known interference depends on the input and 
hence has some information. In this paper, we study the channel with 
input dependent interference and prove a capacity theorem that not 
only subsumes the Costa theorem but also explains interestingly 
interpretable impact of correlation between side information and 
channel input on the capacity. 

  
Index Terms— Gaussian channel capacity, correlated side information, two sided 
state information. 

 

I. INTRODUCTION 

Side information channel has been actively studied since its initiation by Shannon [1]. Studying the 

problem of coding for computer memories with defective cells, Kusnetsov-Tsybakov [2] introduced 

the channel with state information known non causally at the transmitter. Gel’fand-Pinsker (GP) [3] 

determined the capacity of this channel (channel with channel state information (CSI) known non-

causally at the transmitter). Heegard-El Gamal [4] obtained the capacity when the CSI is known only 

at the receiver. Cover-Chiang [5] extended these results to a general case where correlated two-sided 

state information are available at the transmitter and at the receiver. Costa [6] obtained a Gaussian 

version of the GP theorem. There are many other important researches in the literature, e.g.[7]-[9]. 

The results for the single user channel have been generalized possibly to multi user channels, at least 

in special cases [10]-[15]. The channels with partial CSI have been investigated in [16]-[18]. 

Our Work:  Costa in his famous "Writing on dirty paper" [6] examines Gaussian channels with state 

information known non causally at the transmitter, where the channel state is Gaussian additive 

interference at the receiver- as seen in Fig.1.  Costa shows that the capacity of the channel is 

surprisingly the same as the capacity of the channel when there is no known interference. One 

important feature of Costa theorem is that in the definition of the channel, there is no condition for 

correlation between the input and the interference known at the transmitter. But Costa argues that 

assuming these two random variables independent is optimum for maximizing the rate.  
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Fig. 1. Gaussian channel with additive interference known at the transmitter. 

 

 
Fig. 2. Gaussian channel with correlated side information known at the transmitter and at the receiver. 

 
Now one question arises, regarding the above assumption. If the Gaussian channel, with side 

information known at the transmitter, is defined with a specific correlation between the channel input 

and the side information, how can we find the capacity of the channel? What is the capacity of the 

channel if the channel input and the side information, inherently, cannot be independent of each 

other? And in this case how and how much does the dependency between the channel input and the 

side information affect the capacity? This problem not only has theoretically importance but there are 

practically important situations that could not be analyzed unless we answer these questions. In 

Section III, we point out some of these situations. 

Another related question is about the side information known non-causally at the receiver (if exists 

as in Fig.2): How does the side information at the receiver, with correlation to the channel input and 

side information known at the transmitter affect the capacity?  

We, in another paper, examined the Gaussian channel in presence of two-sided correlated state 

information in a different and more limited situation [20]. 

In this paper, to answer the above questions in detail, we consider the Cover-Chiang unifying 

theorem and show that the dependency between the channel input and the side information known at 

the transmitter reduces the capacity and also show that in the case of independency of side 

information known at the receiver and the channel noise, this side information has no effect on the 

channel capacity. In Section II, we review the Cover-Chiang theorem, the Gel’fand-Pinsker theorem 

and the Costa’s dirty paper theorem. In Section III, we, first, scrutinize the dirty paper channel and 

then define our Gaussian channel carefully and derive a capacity theorem for it in Section IV. Then, 

we prove our capacity theorem in a fully detailed manner. Then in Section V, an explaining and 

illustrating numerical comparison is done between our capacity and the Costa capacity. Section VI 

includes a conclusion. In appendix we prove two lemmas that are necessary for our theorem. 
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Fig. 3. Channel with side information available non-causally at the transmitter and at the receiver. 

 
 
 

II. PRELIMINARIES   

A. Cover-Chiang Theorem 

Fig.3 shows a channel with side information known at the transmitter and at the receiver. nX  and 

nY  are the transmitted and received sequences respectively. The sequences nS1  and nS2  are the side 

information known non-causally at the transmitter and at the receiver respectively. The transition 

probability of the channel  21,,| ssxyp  depends on the input X , the side information 1S  and 2S . It 

can be shown [5] that if the channel is memoryless and the sequences  nn SS 21 ,  is independent and 

identically distributed (i.i.d.) random variables under  21, ssp , then the capacity of the channel is  

 
 

    12
1|,

;,;max= SUIYSUIC
sxup

  (1) 

where the maximum is over all distributions:  

        2112121 ,|,,,|=,,,, sspsxupssxypssuxyp  (2) 

and U  is an auxiliary random variable for conveying the information of the known nS1  into nX . 

It is important to note that the Markov chains:  

 UXSS  12  (3) 

  
 YSXSU  21  (4) 

 are satisfied for all above distributions (2). 
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Fig. 4. Channel with side information known at the transmitter. 

 

B. Gel’fand-Pinsker Theorem 

Cover-Chiang theorem may be considered in special cases in which 1S  and/or 2S  is empty. The 

situation =2S  (no side information at the receiver) leads to the Gel’fand-Pinsker theorem [3]. 

The memoryless channel with transition probability  1,| sxyp  and the side information sequence 

nS1  (which are i.i.d.  1sp ) known non-causally at the transmitter (Fig.4) has the capacity 

 

               
 

    1
1|,

;;max= SUIYUIC
sxup

                                                          (5)  

for all distributions; 

       1111 |,,|=,,, spsxupsxypsuxyp                                                 (6)  

where U  is an auxiliary random variable 
 

C. Costa’s Writing on Dirty Paper 

Costa [6] examined the Gaussian version of the channel with side information known at the 

transmitter (Fig.1). It is seen that the side information is considered as an additive interference at the 

receiver. Costa derived the capacity by using the result of Gel’fand-Pinsker theorem extended to 

random variables with continuous alphabets. The proof briefly is as follows: In Costa channel nS1  is a 

sequence of Gaussian i.i.d. random variables with power 1Q . The transmitted sequence nX  is 

assumed to have the power constraint   PXE 2 . The output nnnn ZSXY  1=  where nZ  is the 

sequence of white Gaussian noise with zero mean and power N , i.e.,  NZ 0,  and independent 

of ),( 1SX . Costa established the capacity by obtaining a lower bound and an upper bound and 

proving the equality of these two bounds. Although for the Costa channel, no restriction has been 

imposed on the correlation between X  and 1S , the achievable rate of 





 

N

P
1log

2

1
 is obtained by 

taking 1S  and X  independent and the auxiliary random variable U  in (6) as XSU 1= . On the 

other hand, it can be shown that:  
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 

   





 

N

P
SYXIC

sxp
1log

2

1
=|,max 1

1|
 (7) 

so 





 

N

P
1log

2

1
 is an upper bound for the capacity of channel and then the capacity of channel.  

 

III. THE GAUSSIAN CHANNEL IN THE PRESENCE OF TWO-SIDED INPUT DEPENDENT STATE 

INFORMATION   

In this section we, first, examine the Costa’s "dirty paper" channel and show that the "dirty paper" 

capacity is unable to describe some important theoretical and practical situations. Then, we introduce 

a Gaussian channel in the presence of two-sided input dependent state information. In the next section 

we state and prove a theorem about the capacity of this channel. 

A. Costa’s Dirty Paper Channel: 

We can scrutinize the Costa’s "dirty paper" channel (Fig.1) with properties C.1-C.3 below: 

C.1: nS1  is a sequence of Gaussian independent and identically distributed random variables with 

distribution  11 0,QS  . 

C.2: The transmitted sequence nX  is assumed to have the power constraint   PXE 2 . 

C.3: The output nnnn ZSXY  1=  where nZ  is the sequence of white Gaussian noise with zero 

mean and power N (  NZ 0, ) and independent of both X  and 1S . 

It is readily seen that the distributions  1,,, suxyp  having the above three properties are in the 

form of (6). We denote the set of all this  1,,, suxyp  with C . 

It is notable in the definition of the channel that there is no condition for the correlation between X  

and 1S . But Costa shows that the situation that 1S  is independent of X , and the auxiliary random 

variable U  is designed as linear combination of X  and 1S , is optimum and maximizes the 

transmitting rate. So we consider the set C'  of all distributions  1,,, suxyp  that moreover have 

the properties C.4 and C.5 below: 

C.4: X  is a zero mean Gaussian random variable with the maximum average power of P  and 

independent of 1S . 

C.5: The auxiliary random variable U  takes the linear form XSU 1= . 

As mentioned before, in Gaussian channel defined with the set C  of distributions  1,,, suxyp  

with properties C.1-C.3, there is no condition for the correlation between the channel input X  and the  

 



337                                                             Journal of Communication Engineering, Vol. 2, No. 4, Autumn 2013 
  

 

 

Fig. 5. Partitioning C  into 
1XS ’s. ),,,( 1suxyp

 is the optimum distribution for the Costa channel. 

 

side information 1S . So 





 

N

P
1log

2

1
 is the capacity of a channel in which the side information 1S  

can be freely correlated to the channel input X ; Specially the maximum rate is achieved when 1S  

and X  are independent of each other. Now suppose that we partition the set C  (of all distributions 

 1,,, suxyp  with properties C.1-C.3) into subsets 
1XS  of distributions  1,,, suxyp  in C  with a 

specific correlation coefficient 
1XS  (Fig.5). It is obvious that C'  (the set of distributions with 

properties C.1-C.4) is a subset of 0=
1XS  and so the optimum distribution that results in the capacity 

of the Costa channel does not belong to any other partitions. So it is clear that if a channel is defined 

with random variables ),,,(),,,( 11 suxypSUXY   in 
1XS  and 0

1
XS , the Costa theorem can 

not be used for the capacity of the channel. 

 

While in most of models studied in the literature, the channel state and channel input are assumed 

independent, there are practically important situations, in which the state and input must be 

considered correlated to each other. In these situations, the channel state (interference, here) is, 

inherently, a signal with information, for example, the information-bearing sequences of some other 

transmitter. For example, we may consider a cognitive interference channel, in which the transmitted 

sequence of one transmitter is known interference for another transmitter and may be dependent to the 

transmitted sequence of that transmitter. For another example we can consider the MIMO broadcast 

channel in which an interference for a user is transmitted sequence for the other user and all sequences 
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are produced at one transmitter and therefore can not be independent of each other. In an other 

application of channels with known channel state at the transmitter, the transmitter wishes to send not 

only the message, but also the channel state information to the receiver (in [19],[21]-[23]). In this 

scenario, the correlation between the channel input and channel state is used to trade off between the 

achievable rate and the error of state estimation. For another example we can consider a measurement 

system in which the observer sends a measuring signal which itself can interfere or affects the 

interference of the system and it is obvious that this interference can not be independent of the input 

signal. Other communication scenarios in which the channel input and the state information may be 

dependent to each other can be found in the literature such as [9]. 

B. Definition of the Channel: 

Here we define a Gaussian channel with following major modifications: 

1) The correlation coefficient between X  and 1S  (
1XS ) is specified. 

2) We suppose that the Gaussian side information 2S  known at the receiver, exists and is correlated 

to both X  and 1S . 

It is important to note that as we prove in Lemma 1 in Appendix, assuming the input random 

variable X  correlated to 1S  and 2S  with specific correlation coefficients, does not impose any 

restriction on X ’s own distribution and the distribution of X  is still free to choose.  

Consider the Gaussian channel depicted in Fig.2. The side information at the transmitter and at the 

receiver is considered as additive interferences at the receiver. Our channel is defined with properties 

MC.1-MC.4 below: 

MC.1:  nn SS 21 ,  are i.i.d. sequences with zero mean and jointly Gaussian distributions with power 

1
2

1
= QS  and 2

2

2
= QS  respectively (so we have  11 0,QS   and  22 0,QS  ). 

MC.2: Random variables  21,, SSX  have the covariance matrix K :  

 
































2
2212

21
2

11

21
2

=

SSSXS

SSSXS

XSXSX

EK  (8) 

      



















2

2212122

2121

2

111

2211

2

=

SSSSSXSSX

SSSSSXSSX

XSSXXSSXX





 (9) 

 and moreover nX  is assumed to have the constraint PX 2 . All values in K  except X , are fixed 

and must be considered as parts of the definition of the channel. Moreover we note that since K  is 
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positive semidefinite,  Kdet  (10) is nonnegative and thus is an increasing function of X ; therefore 

when reaches to its maximum, we have PX =2 .   

   )2(1=det
2121

2

21

2

2

2

1

2

2

2

1

2
SSXSXSSSXSXSSSX  K  (10) 

MC.3: The output sequence nnnnn ZSSXY  21= , where nZ  is the sequence of white 

Gaussian noise with zero mean and power N  (  NZ 0, ) and independent of X , 1S  and 2S . 

MC.4:  21,,, SSUX  form the Markov Chain UXSS  12 . (We note that as mentioned 

earlier, this Markov chain (3) is satisfied by all distributions  21,,,, ssuxyp  in the form of (2) in 

Cover-Chiang capacity theorem and is physically acceptable). 

Since this Markov chain results in the weaker Markov chain XSS  12 , as we prove in 

Lemma 2 in Appendix, this property implies that in covariance matrix K  we have:  

 
2112

= SSXSXS   (11) 

It is readily seen that all distributions  21,,,, ssuxyp  specified with MC.1-MC.4 are in the form of 

(2), so we can use the extended version of Cover-Chiang theorem to random variables with 

continuous alphabets about the capacity of this channel. We denote the set of all this distributions 

 21,,,, ssuxyp  with 
1XS  (again). 

Comparing our channel (distributions in 
1XS  defined with MC.1-MC.4) with Costa channel 

(distributions in C  defined with C.1-C.3), a question may arise: (if we ignore 2S ,) what is the 

relationship between capacities of these channels? To answer this question we consider that (Fig.5):  

 
1

1

=
XS

XS

C 


   (12) 

 So if MC  be the capacity of the channel defined with MC.1-MC.4, we can write:  

 .max=
1

0,=2
M

XSS
Costa CC


 (13) 

We will show that the situation that ),,( 21 SSX  are jointly Gaussian and the auxiliary random 

variable U  is designed as linear combination of X  and 1S , is optimum and maximizes the 

transmitting rate. So we consider the set 

1XS , a subset of 
1XS , as the set of all  21,,,, ssuxyp  

that have the properties MC.5 and MC.6 below, in addition to MC.1-MC.4 (although the channel is 

defined only with MC.1-MC.4): 
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MC.5: Random variables  21,, SSX  are jointly Gaussian distributed. Moreover X  is with zero 

mean and has the maximum power of P  (so we have  PX 0, ). 

Naming the covariance matrix in this special case as K , for simplicity, by defining 

  1,2=,= iXSEA
iXSiSXii   and  

212121 = SSSSSSEB  , we rewrite:  

 .=

22

11

21


















QBA

BQA

AAP

K  (14) 

MC.6: Following Costa, we consider U  in the form of linear combination of X  and 1S  (but here 

X  and 1S  are correlated to each other):  

 .= 1 XSU   (15) 

It is clear that the set of distributions 

1XS  (defined in MC.1-MC.6) and their marginal and 

conditional distributions are subsets of corresponding sets of distributions 
1XS  defined in MC.1-

MC.5). 

In the next section, for summarizing our expressions, we use the minors of K ; so we define:   

  2

21

2

2

2

1
2

1 1= SSSSP QB

BQ
d    (16) 

  
2121

2

21
22

1

1
= SSXSXSSSXA QA

BA
d    (17) 

  
22112

2

1
2

11

2
= XSSSXSSSXA BA

QA
d    (18) 

  2

2

2

2

2

22

2

1
1= XSSXQ QA

AP
d    (19) 

  2

1

2

1

2

11

1

2
1= XSSXQ QA

AP
d    (20) 

  
212121

2

2

1 = XSXSSSSSXB BA

AP
d    (21) 

   

 
2211 AAP dAdAPdD   (22) 

       .2= 2
12

2
21

2
2121 AQAQPBBAAQPQ   
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 And it is seen from (11) that 0=
2Ad . 

IV. OUR CAPACITY THEOREM 

In this section we state and prove the capacity theorem for the Gaussian channel defined in section 

III. 

Theorem 1: The Gaussian channel defined with properties MC.1-MC.4 has the capacity:  

  





  2

1
11log

2

1
= XSM N

P
C   (23) 

Corollary 1: It is seen that for the Gaussian channel with side information known non-causally at 

the transmitter, the dependency between the channel input and the side information, decreases the 

capacity of the channel. 

Corollary 2: As mentioned in the previous section (13), we can obtain Costa capacity by 

maximizing MC  with 0=
1XS . 

Corollary 3: It is seen that for our channel, in which 2S  is independent of Z , 2S  has no effect on 

the capacity of the channel. 

 

Proof of Theorem 1: To prove the theorem, we first use extended version of Cover-Chiang capacity 

(1) for random variables with continuous alphabets to show that MC  (23) is a lower bound for the 

capacity of the channel (theorem 2), then we show that MC  is an upper bound for the capacity too 

(theorem 3), so MC  is the capacity of the channel. 

First of all, we note that the GP theorem in Subsect. 2.2 (and similarly Cover-Chiang theorem in 

Subsect. 2.1), is correct for distributions (6) (or (2)) which are restricted to specific correlation 

between X  and 1S . For proving this, it is sufficient to notice that in encoder, the sequence nX  can 

be produced strongly jointly typical with sequences ),( nn SU  using the given distribution ),|( 1suxp . 

 

The First Part of the Proof (Achievability):  

Theorem 2 (A Lower Bound for the Capacity of the Channel): The capacity of the Gaussian channel 

defined with properties MC.1-MC.4 has the lower bound:  

      





  2

1
11log

2

1
=max= XSN

P
RR 


 (24) 

 where   
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  
 

    

















11

22
1

1122

21

2
log

2

1
=

QAP

APQQ

dddNDQ

dddNQd
R


  (25) 

  and  

 
 

.
11

1

1==
2

1

1
11

XS

XS

P

A

N
P

Q
P

NdD

NdD














  (26) 

Proof of Theorem 2: Using the extension of Cover-Chiang capacity theorem (1) for random 

variables with continuous alphabets, the capacity of our channel can be written as:  

 
 

    12
1|,

;,;max= SUISYUIC
sxup

M   (27) 

 where the maximum is over all distributions  21,,,, ssuxyp  in 
1XS  (with properties MC.1-

MC.4). And since 
11 XSXS     we have:   

 
 

    12

1|,

;,;max SUISYUIC
sxup

M 


 (28) 

        
   

    12

1|1,|

;,;max= SUISYUI
sxpsxup




 (29) 

            12 ;,;max= SUISYUI 


 (30) 

  where the expression    12 ;,; SUISYUI   in (30) must be computed for the distributions in 

1XS  

(defined with properties MC.1-MC.6). Naming this expression as  R , we have:  

    ,=max
 


RRCM  (31) 

 then  R  is a lower bound for the capacity of the channel. For computing  R , we write:  

        222 ,,,=,; SYUHSYHUHSYUI   (32) 

 and  

        .,=; 111 SUHSHUHSUI   (33) 

 For computing  2, SYH :  

        2
2

2 ,det2log
2

1
=, SYcoveSYH   (34) 

 where  

 
222 ][],cov[  ijeSY   (35) 
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 with   

 







222222112

212111

=and==

,222=

QeQBAee

BAANQQPe
 (36) 

  then  

    .2=,det
1122 APQ dddNQSYcov   (37) 

 And for  2,, SYUH :  

        2
3

2 ,,det2log
2

1
=,, SYUcoveSYUH   (38) 

 where  

 
332 ][],,cov[  ijeSYU   (39) 

  
 

 

 























233223223

212122

23113

2112112

11
2

11

,222

,

,1

,2

QeandQBAee

BAANQQPe

ABee

APBQAee

APQe






 (40) 

  and after the manipulations we have:   

 .1)()2(=)),,((det 2

11

2
2 DdddNSYUcov QAP    (41) 

  And for  1SH :  

     .2log
2

1
= 11 QeSH   (42) 

 And  1, SUH :  

        1
2

1 ,det2log
2

1
=, SUcoveSUH   (43) 

 where  

   











111

1111
2

1

2
=,

QAQ

AQAPQ
SUcov




 (44) 

 and its determinant:  

    .=,det
21 QdSUcov  (45) 

 Substituting (34), (38),(42) and (43) in (32) and (33), we obtain (25) and after maximizing it over   

we conclude  



A More General Version of the Costa Theorem   344 
 

 

 .= 1

P

A

NdD

NdD




  (46) 

 Now, if we compute  R  by putting (46) into (25) and then rewrite the resulted expression in 

terms of X , 
1S , 

2S , 
1XS , 

2XS  and 
21SS  by (16)-(22) and take into account the equality (11), 

we finally conclude (24). 

The Second Part of the Proof (Converse): In Theorem 3 we derive an upper bound for the 

capacity of the channel:  

Theorem 3 (An Upper Bound for the Capacity of the Channel): MC  (23) is an upper bound for the 

capacity of our Gaussian channel defined with properties MC.1-MC.4. 

Proof of the Theorem 3: for all distributions  21,,,, ssuxyp  in 
1XS  defined with properties 

MC.1-MC.4, we have:   

        1212 |,|=;,; SUHSYUHSUISYUI   (47) 

                                        121 |,,| SUHSSYUH   (48) 

                                        2121 ,|,,|= SSUHSSYUH   (49) 

                                      21,|;= SSYUI  (50) 

                                      21,|; SSYXI  (51) 

where (48) follows from the fact that conditioning reduces entropy and (49) follows from Markov 

chain UXSS  12  and (51) from Markov chain YSXSU  21  which are satisfied by every 

distribution in the form of (2), including the distributions in the set 
1XS . Now from (1) and (51) we 

can write:   

 
 

    12
1|,

;,;max= SUISYUIC
sxup

M   (52) 

        
 

  .,|;max 21
1|

SSYXI
sxp

  (53) 

  (53) says that the capacity of the channel cannot be greater than the capacity when both 1S  and 2S  

are available at both the transmitter and the receiver, which is physically acceptable and predictable. 

Then for computing (53) we write:   

      212121 ,,|,|=,|; SSXYHSSYHSSYXI   (54) 

                              ZHSSZXH  21,|=  (55) 

                                 .,,,= 2121 ZHSSHSSZXH   (56) 
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  So maximum in (53) occurs when   21,, SSZXH   has its maximum value. Thus, according to 

Gaussianness of 1S , 2S  and Z , when (53) reaches to its maximum,  21,, SSX  are jointly Gaussian 

and X  has its maximum power of P  and it means that  21,|; SSYXI  must be computed for 

distribution  21,,, ssxyp  defined with properties MC.1-MC.6. Naming this maximum value as 

 21,|; SSYXI  , we have:  

  21,|; SSYXICM
  (57) 

 For computing  21,|; SSYXI   we write:   

          21
3

21 ,,det2log
2

1
=,, SSZXcoveSSZXH    (58) 

where   

   
     
 
  






































2
1212

21
2

11

21
2

21 =,,

SSSSZX

SSSSZX

SZXSZXZX

ESSZXcov  (59) 

                                    















 

22

11

21

=

QBA

BQA

AANP

 (60) 

and its determinant:  

     ,=,,det 21 PNdDSSZXcov   (61) 

and  

    eNZH 2log
2

1
=  (62) 

 and  

     .2log
2

1
=, 2

21 PdeSSH   (63) 

 Now after substituting (61) in (58), and from (62) and (63) we have:   

   .log
2

1
=,|; 21 







 

P

P

Nd

NdD
SSYXI  (64) 

  Now if we rewrite (64) in terms of X , 
1S , 

2S , 
1XS , 

2XS  and 
21SS  by (16)-(22) and take into 

account the equality (11), we finally conclude that:  

     .11log
2

1
=,|; 2

121 





 

XSN

P
SSYXI   (65) 
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Fig. 6. Capacity of the channel when 1== NP . 

V. NUMERICAL RESULT   

In this section we present a few illustrating figures about the results obtained in previous sections. 

Fig.6 shows the variation of the capacity with respect to the correlation between X  and 1S , 
1XS . 

The figure is plotted for 1== NP  and 11
1
 XS . It is seen that when X  and 1S  are 

independent of each other, the capacity reaches to its maximum value. This point is the capacity of the 

Costa channel 0.3466=1log
2

1
= 






 

N

P
C  and for all other cases the capacity is less than it. When 

X  and 1S  are fully dependent, that is 1=
1

XS , the capacity of channel is zero. 

Fig.7 shows the variation of optimum   in linear function (31), with respect to 
1XS  .The figure is 

plotted for 1=== 1QNP . It is seen, again, that in the case of the independency of X  and 1S , we 

have 0.5==
NP

P


  that is the same value of the Costa channel. 

VI. CONCLUSION   

By fully detailed investigation of the Gaussian channel in the presence of two-sided state 

information with dependency on the input and establishing a capacity theorem for the channel, we 

illustrated the impact of the correlation between the channel input and state information on the 

capacity, quantitatively. We proved that for our channel, while the state information known at the 

receiver has no effect on the capacity, the correlation between the state information known at the 

transmitter and the channel input, reduces the capacity of the channel. 
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Fig. 7. Optimum value of    when  1=== 1QNP . 

 

APPENDIX 

Lemma 1: Two continuous random variables X  and S  with arbitrary probability density functions 

 xf X  and  sfS  can be correlated to each other with specific correlation coefficient XS .  

Proof: It is sufficient to show that for arbitrary  xf X  and  sfS , there exists a joint density 

function  sxf SX ,,  such that      SEXEXSE XSSX = . Suppose that )(xFX  and )(sFS  are 

the distribution functions of )(xfX  and )(sfS  respectively. Consider the following function:  

    1)(21)(21)()(=),(,  sFxFsfxfsxf SXSXSX   (66) 

 It can be easily shown that (66) is a joint density function with marginal densities )(xfX  and 

)(sfS  [24, p.176]. Moreover defining  

  dxxFxxfa XXX 1)(2)(= 



 (67) 

 and  

  dssFssfa SSS 1)(2)(= 



 (68) 

 we consider that:   

   dxdssxxsfXSE SX ),(= ,







 

               dxdssFxFsfxxsf SXSX 1)(21)(21)()(= 







  

                SX aaSEXE =  

  or  
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 .= XS
SX

SX

aa
  (69) 

 So the joint density function (66) with   in (69) is the answer of the problem if we can prove that 

Xa  and Sa  in (67) and (68) exist and are positive. To prove that, first we notice that  

   .))]()(1([=)(1)( 





 xFxxFadxxFxF XXXXX  (70) 

 The last expression is equal to zero because  )(1)(  XX FF  is exactly equal to zero by 

definition. And considering that  )(1)( xFxF XX   is a positive and continuous function for all values 

of x , we can conclude that the integral in (70) exist and has positive value. So Xa  (and similarly Sa ) 

exists and is non-zero.  

 

Lemma 2: Suppose that three zero mean random variables  21,, SSX  have the covariance matrix 

K :  

 
































2
2212

21
2

11

21
2

=

SSSXS

SSSXS

XSXSX

EK  (71) 

      



















2

2212122

2121

2

111

2211

2

=

SSSSSXSSX

SSSSSXSSX

XSSXXSSXX





 (72) 

and moreover suppose  21, SS  are jointly Gaussian random variables. Then if  21,, SSX  form 

Markov chain XSS  12 , (even if X is not Gaussian) we have:  

 
2112

= SSXSXS   (73) 

 or equivalently:  

        2112
2

1 = SSEXSEXSESE  (74) 

 

Proof 

   

 
    

2

12

2

2

2

|
==

SXSX
XS

SXSEEXSE


  (75) 

         
    

2

121 ||
=

SX

SSESXEE


 (76) 
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           11

1

21 |= SXESE
SX

SS




 (77) 

          1

1

21= XSE
SX

SS




 (78) 

         
211

= SSXS   (79) 

 where (77) follows from Gaussianness of  21, SS  and the fact that   1

1

212
12 =| SSSE

S

SSS




 and 

(78) follows from this general rule that: for random variables A  and B  we have 

          ABgEAgEBgAgE |= 2121  [24, p.234]. 
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